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Forecasting with Bayesian Vector Autoregressions— 
Fours Years of Experience 

Introduction 

Forecasting the economy i s a r i s k y , often humbling 

task. Unfortunately, i t i s a job that many s t a t i s t i c i a n s , econo­

mists, and others are required to engage i n . This paper describes 

a technique which can make t h i s task eas ier , and appears l i k e l y t o 

produce improved resu l ts . 

The technique, economic forecasting with Bayesian vector 

autoregressions (BVAR), over the past several years has proved t o 

be an at t ract ive a l ternat ive in many s ituations to the use of 

t r a d i t i o n a l econometric models or to other time series t e c h n i ­

ques. The BVAR models are r e l a t i v e l y simple to use, inexpensive, 

and generate forecasts which have been as accurate, on average, as 

several of the most expensive forecasts currently ava i lab le . 

Moreover, r e l a t i v e to the widely used macroeconometric 

models, the BVAR approach has a d i s t inc t advantage in two r e ­

spects. F i r s t , and most important, i t does not require judge­

mental adjustment. Thus, i t i s a s c i e n t i f i c method which can be 

evaluated on i t s own, without reference to the forecaster running 

the model. Second, i t generates not only a forecast , but a com­

p lete , mult ivariate probabi l i ty d i s t r i b u t i o n for future outcomes 

of the economy which appears to be much more r e a l i s t i c than those 

generated by other competing approaches. 

I w i l l consider f i r s t the problem of economic forecast­

ing , then the j u s t i f i c a t i o n for the Bayesian approach, and f i n a l ­

l y , the performance record of a small BVAR model that has been 

used during the past four years. 
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The Problem of Economic Forecasting 

The problem of forecasting is to use past and current 

information to generate from i t a probabi l i ty d i s t r i b u t i o n for 

future events. Generally speaking, th is is one of the basic 

problems of s t a t i s t i c a l analysis and there are many well-known 

s t a t i s t i c a l procedures which have been developed and used success­

f u l l y to forecast in a var iety of contexts. 

Some par t i cu lar d i f f i c u l t i e s a r i s e , however, in f o r e ­

casting economic data. F i r s t , there is only a l imited amount of 

data, and what is avai lable is often severely contaminated with 

measurement error. Second, many complicated relat ionships which 

are only poorly understood and probably evolving over time i n t e r ­

act to generate the data. F i n a l l y , i t i s generally impossible to 

perform randomized experiments to test hypotheses about those 

economic structures. In th is adverse environment, most of the 

standard s t a t i s t i c a l approaches do not work w e l l . 

The fact that aggregate economic quantit ies are usual ly 

measured with considerable error is wel l known. Conceptual prob­

lems, seasonal adjustment, changes in the mix of goods and ser­

v ices, and the nonreporting of cash and barter transactions are 

just of a few of the sources of th is noise. 

The sense in which there i s only a l imited amount of 

data is perhaps not so obvious. After a l l , the t o t a l quantity of 

economic data which i s processed and avai lable on computer data 

bases today is enormous. The paucity of useful data arises be­

cause of the pervasive interdependencies in the economy, and 

therefore in economic data. When we ta lk of forecasting the 
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economy, we usual ly are referr ing to the problem of predict ing 

e ither values of economic aggregates such as GNP or the pr ice 

l e v e l , or of variables which are c losely related to such aggre­

gates. Most forecasts are short to medium term, and much of the 

variat ion in these aggregate variables at these horizons seems to 

be generated by an underlying phenomenon, "the business c y c l e . " 

The sense in which data, is scarce i s that the e n t i t i e s that we are 

r e a l l y t ry ing to measure and forecast are business cyc les , and the 

number of observations of business cycles relevant for use in 

forecasting today's economy is r e l a t i v e l y small . Moreover, the 

structure of the economy appears to be evolving through time and 

government p o l i c i e s are constantly changing so the relevance of 

older observations is always ca l led into question. Thus, despite 

the existence of larger and larger data bases, the small sample-

size problem is l i k e l y to be with us for the foreseeable future . 

Although explanations abound, very l i t t l e i s known with 

certa inty about what causes and propogates business cyc les . 

Theories point to a var iety of sources of economic shocks and 

mechanisms for generating s e r i a l correlat ions in economic data. I 

bel ieve that, a r e a l i s t i c representation of the current state of 

economic theory requires a tremendous degree of uncertainty about 

the structure of the economy. I f th i s i s t rue , then a Bayesian 

procedure that can more accurately represent that uncertainty can 

produce a s ign i f i cant improvement over conventional techniques in 

our a b i l i t y to generate a r e a l i s t i c probabi l i ty d i s t r ibut ion f o r 

future economic events. 
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The f i r s t point in t h i s argument is the assumption that 

there i s a high degree of uncertainty in our understanding of the 

structures which cause and propogate f luctuations in economic 

var iables. Consider the l i s t one could develop of the possible 

mechanisms causing business cyc les . It would have to include a 

var iety of both rea l and monetary factors. The real shocks would 

include, for example, crop f a i l u r e s and other weather-related 

events, wars, changes in f i s c a l p o l i c i e s , and f luctuat ions in 

internat ional trade. The monetary shocks would include f l u c t u a ­

t ions in the money stock, changes in the internat ional monetary 

system, and f i n a n c i a l system shocks such as bank f a i l u r e s , specu­

l a t i v e bubbles in asset pr i ces , or a loss of confidence in the 

payments mechanism. Newer equi l ibr ium business cycle theories 

focus on the effects of incomplete information, wage contracts, 

and responses to unanticipated changes in nominal quant i t ies . 

In recent years there has been a renewed interest i n , 

but l i t t l e agreement about, the causes of the Great Depression. 

At the time, increased i n d u s t r i a l concentration was a popular 

explanation, as wel l as a decline in competition, and the f a i l u r e 

of the price system. More recent examinations (e.g. , Meltzer 

[l98l]) have stressed both rea l and monetary causes, but come to 

less than complete agreement. Gordon and Wilcox [1981], for 

example, stress as causes the overproduction of cap i ta l due to 

"overbuilding of r e s i d e n t i a l housing in the mid-1920s and the 

effect on consumer spending of the overshooting of the stock 

market during i t s 1928-29 speculative bubble" followed by d e c l i n ­

ing population growth and i t s effect on r e s i d e n t i a l housing. 



- 5 -

Meltzer, on the other hand, c i tes "higher t a r i f f s under Hawley 

Snoot, and r e t a l i a t i o n abroad." He a lso mentions attempts to 

maintain the gold standard as wel l as ant ic ipat ions of higher 

labor costs and lower af ter - tax returns to c a p i t a l , changes in 

budget p o l i c y , interest rates , and stock pr i ces . 

The point of th is discussion is that there are a m u l t i ­

tude of economic theories of the business cyc le, most of which 

focus on one part of a complex, multifaceted problem. Most econo­

mists would admit that each theory has some v a l i d i t y , though there 

i s wide disagreement over the re la t ive importance of the d i f ferent 

approaches. It may be unnecessary to belabor t h i s point perhaps 

the profusion of economic theories is obvious. On the other hand, 

a naive invest igat ion into the workings of the current genre of 

large macroeconometric models might lead one to a completely 

opposite conclusion. Each of the behavioral equations in these 

models is t y p i c a l l y based on a s p e c i f i c economic theory, and the 

theories in d i f ferent models are often very s i m i l a r . If one were 

to study only the equations in these models, one might conclude 

that there is a good deal of consensus on the economic structures 

involved. 

Consider, for example, the investment equations in the 

DRI model. These equations are based on "the modern econometric 

theory of business fixed investment, developed by Dale Jorgenson 

[1963]," according to the description in Eckstein [19-82). "Actual 

investment, in the modern theory, i s viewed as a p a r t i a l adjust­

ment of the cap i ta l stock toward the desired l e v e l , " he wr i tes . 

The desired leve l i s then expressed as a function of expected 



- 6 -

output, the production technology, and factor p r i c e s . The model 

includes an equation with investment explained by the lagged stock 

of c a p i t a l , the expected u t i l i z a t i o n rate , and distr ibuted lags on 

a measure of the rental price of c a p i t a l , on the rat io of interest 

payments to cash flow of nonfinancial corporations, and on r e a l 

output. 

Even i f one accepts the Jorgenson theory as a reasonable 

approach to explaining investment, the empirical implementation 

described above does not adequately represent the true uncertainty 

about the determinants of investment. In the theory, expected 

output plays a c r i t i c l role in generating investment. Thus, any 

information which affects the future course of the economy w i l l 

af fect investment. Yet, in the DRI equation a l l such effects are 

delivered through a proxy term which is simply a f ixed d i s t r ibuted 

lag on output. The empirical implementation of the theory r e ­

quires many r e s t r i c t i o n s (here the exclusion from the expectation 

formulation of direct influence from variables that affect the 

course of future output) which are not p a r t i c u l a r l y motivated by 

the theory i t s e l f . 

A Bayesian who might try to derive from the Jorgenson 

theory a pr ior probabi l i ty d i s t r i b u t i o n for coef f i c ients on v a r i ­

ables in the model would presumably generate pr iors that were more 

informative for the c o e f f i c i e n t s on those variables d i r e c t l y 

incorporated in theory, and f l a t t e r about those that might enter 

through t h e i r effect on future output. Yet in the implementation 

described above, the implied pr iors have just the reverse pro­

perty. Variables picked out by the theory, there lagged c a p i t a l 
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stock and factor pr i ces , are included with f l a t pr iors on the 

c o e f f i c i e n t s , and other variables about which the theory says 

l i t t l e , here a l l the excluded var iables , are given c o e f f i c i e n t s 

with very informative priors—they are a l l set to zero. 

Moreover, a thorough Bayesian would probably not be 

s a t i s f i e d to give probabi l i ty only to the Jorgenson theory. He 

might f ind a dozen theories of investment and give various weights 

t o them. In a hypothetical ca lculat ion of the implied pr ior 

d i s t r i b u t i o n for c o e f f i c i e n t s , he would l i k e l y f ind a wide range 

of variables which one or more of the theories picks out as l i k e l y 

to affect investment, and the effects would come through a wide 

variety of channels. He would thus find pr ior d is t r ibut ions for 

coef f ic ients on many variables which looked s i m i l a r l y imprecise. 

In the non-Bayesian approach to equation s p e c i f i c a t i o n , 

the standard pract i ce , aptly i l l u s t r a t e d above, i s t o include only 

a few explanatory variables suggested ty a given theory, and to 

exclude the res t . This pract ice i s based on a p r a c t i c a l recogni­

t ion by the econometrician that given, his r e l a t i v e l y small sam­

p l e , he can ask only so much from the data. The problem with t h i s 

approach, from the perspective of the Bayesian who considers 

several theories p laus ib le , i s that the non-Bayesian begins with 

very s imi lar pr ior information for a var iety of variables and he 

is forced in each case to make a decision to include or exclude 

the var iable . For the Bayesian e ither choice i s an extreme; the 

choice to include represents that nothing i s known about the 

c o e f f i c i e n t , the choice to exclude represents that the coef f i c ient 

is known to be zero. 
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The Problem of Dimensionality 

The standard approach to specifying equations recognizes 

that given a l imited number of observations one must be very 

parsimonious about adding explanatory var iables . Fach addit ional 

coef f i c ient must be estimated from the data, and while i t w i l l 

always improve the f i t in sample (though not always when adjust­

ment i s made for degrees of freedom), in the forecasts generated 

by the equation there w i l l be a tradeoff between decreased bias 

and increased variance. In a Bayesian spec i f i cat ion framework, 

t h i s tradeoff disappears in that a mean square error loss function 

is minimized by including a l l relevant variables along with p r i o r 

information which accurately r e f l e c t s what is known about the 

l i k e l y values of t h e i r c o e f f i c i e n t s . Of course there are p r a c t i ­

c a l l i m i t s to the extent to which variables can be included, but 

the l imi tat ions are due to computational f e a s i b i l i t y , rather than 

being due to the lack of degrees of freedom. 

One way to think about t h i s problem i s to view the 

forecasting equation as a f i l t e r which must pick out from the din 

of economic noise a weak s ignal which reveals the l i k e l y future 

course of the variable of in terest . The standard approach takes 

the posit ion that the best one can do i s to rely on economic 

theory to suggest at most a few places to look for useful i n f o r ­

mation. The search for information becomes narrowly focused. The 

a l ternat ive BVAB approach is based on a view that useful i n f o r ­

mation about the future i s l i k e l y to be spread across a wide 

spectrum of economic data. I f th i s is the case, a forecasting 

equation which captures and appropriately weights information from 
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a wide range of sources is l i k e l y to work better than one with .? 

narrow focus. The appropriate weights are the coef f i c ient e s t i ­

mates which combine information in the pr ior with evidence from 

the data. 

We can i l l u s t r a t e the advantage of the Bayesian approach, 

in a simple experiment designed to simulate the problem of model­

ing in an environment where the structure is uncertain. Suppose 

the analyst is interested in forecasting the variable Y, and he 

believes that Y may be affected by variables x-̂ , through x N , which 

are ordered by the analyst according to how l i k e l y he believes the 

coef f i c ient on that variable i s to be d i f ferent from zero. Tn a 

t y p i c a l forecasting appl icat ion t h i s is l i k e l y to be poss ib le . We 

w i l l represent the analyst 's p r i o r as a. set of independent d i s t r i ­

butions, with the c o e f f i c i e n t s , b j , on variable x^ taken to he 

d istr ibuted 

hj - N(o.„r?). 

In the usual spec i f i cat ion procedure the analysts would l i k e l y 

e i ther pick a few of the x's which he believed to be the most 

important, or he might order them and use a stepwise pretest ing 

procedure to ident i fy those variables to include in his " f i n a l " 

s p e c i f i c a t i o n . 

We compare the forecast errors made by either of those 

types of approaches with the results of specifying the Bayesian 

pr ior and using the poster ior mean estimate as the basis for 

forecast ing. In th is simulation we w i l l normalize the x's t o be 

a l l independent, s e r i a l l y uncorrelated standard Gaussian v a r i -
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ates. In each s imulat ion, we generate data on Y hy p ick ing random 

x's and random coef f i c ients from the normal d i s t r ibut ions spec i ­

f ied in the p r i o r . For the purpose of s impl i fy ing the c a l c u l a ­

t ions we assume the equation error variance is known. We repeat 

the experiment 3,000 times, where in each case we generate a r t i f i ­

c i a l data and reestimate models to determine forecasting perform­

ance. 

We estimate seven models by OLS, models including the 

most important one, two, three, four, f i v e , and s ix var iab les , as 

wel l as a model where the number of included variables is chosen 

by a stepwise procedure which picks the smallest number such that 

one cannot reject the hypothesis that the excluded variables are 

a l l equal to zero at a 5 percent s ignif icance l e v e l . We compare 

the mean square error of coef f i c ient estimates (where coef f i c ients 

on excluded variables are taken to have estimates of zero) by 

these methods with the mean square error of the Bayesian posterior 

mean estimates. 

The results for various numbers of observations and 

equation error variances are given in Table 1. Several i n t e r e s t ­

ing results are demonstrated in t h i s exercise. F i r s t , notice that 

the usual concern about parsimony i s wel l founded. Excluding 

variables whose coef f ic ients are l i k e l y to be close to zero is 

better than including them in the standard approach when e i ther 

the error variance i s large, so that the R-squared (proportion of 

variance explained by the regression) i s smal l , or when the number 

of observations is r e l a t i v e l y smal l . Notice also that the use of 

a stepwise test ing approach does not of fer much room for improve-



- 11 -

ment over a shrewd choice of a f ixed set of variables to inc lude. 

F i n a l l y , notice that the Bayesian approach offers a very s i g n i f i ­

cant advantage over any of the other spec i f i cat ion whenever the 

number of observations r e l a t i v e to the R-squared is such that 

exclusionary r e s t r i c t i o n s might be des i rable . 

Admittedly, th is experiment gives an u n r e a l i s t i c advant­

age to the Bayesian approach in that the coef f ic ients are drawn 

from exactly the d i s t r i b u t i o n which is included in the pr ior used 

for estimation. However, even when the pr ior variance i s o f f by a 

factor of four, i t generally works better than the standard ap­

proach. We include the results from simulating estimation using 

the pr ior 

bj - N(0. , ( . l /2 )" ? 

as the l ine Wrg-Bayes in the table . 

A s imi lar problem arises in choosing a lag length in a 

time series approach. Dozens of formulas have been suggested for 

picking the appropriate lag length to s a t i s f y t h i s or that c r i t e ­

r ion in a var iety of contexts. What such formulas ignore is that 

the reason one wants to choose a lag length in the f i r s t place i s 

because one has pr ior information that more recent values of the 

variable in question have more information than more distant 

values. Truncation at a lag length, k, generates an estimate 

which r e f l e c t s inappropriately that there i s a c lear break in ones 

pr ior information about lags k and k + 1. An a l ternat ive approach 

which, more c losely r e f l e c t s ones actual p r i o r information i s t o 

include as long a lag as i s computationally feas ib le , with a p r i o r 
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d i s t r i b u t i o n on the coef f i c ients r e f l e c t i n g the fact that c o e f f i ­

cients on longer lags are more l i k e l y to be close to zero. Of 

course t h i s requires one to specify how quickly one's p r i o r t i g h t ­

ens around zero, but any such spec i f icat ions within a wide range 

should be more appropriate than the pr ior i m p l i c i t in e i ther 

truncation at a given k or truncation based on a function of the 

evidence in the data. 

The BVAR approach does not include any coef f i c ients on 

moving average terms, as i s usual pract ice in the ARIMA time 

series estimation approach. The use of moving average terms is 

designed to lead to parsimoniously parameterized representations 

which can generate long, and potent ia l l y i n f i n i t e dimensional, 

autoregressive representations. The disadvantages of inc luding 

moving average terms are w e l l known; i d e n t i f i c a t i o n of the order 

of moving average and autoregressive lag lengths i s d i f f i c u l t and 

estimation requires a nonlinear procedure. In mult ivariate con­

texts these problems are usual ly severe; whether they can be 

overcome in t h i s context i s perhaps an open question. To my 

knowledge there is no evidence ava i lab le , such as I w i l l present 

below for a BVAR model, to suggest that mult ivar iate ARIMA models 

can consistently perform at least as wel l as the standard econo­

metric models in rea l - t ime, out-of-sample economic forecast ing. 

Experience with BVARs 

I t is often d i f f i c u l t to evaluate a s t a t i s t i c a l method 

u n t i l i t i s used to solve applied problems. In order to i l l u ­

strate the usefulness of th is technique, I w i l l b r i e f l y discuss 

i t s development and use at the Federal Reserve Bank in Minne­

a p o l i s . 
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A major role of the research department at a regional 

Federal Reserve Bank, is to prepare a macroeconomic forecast for 

the Bank's president before each Federal Open Market Committee 

meeting. The BVAR approach was developed about s ix years ago in 

response to a perceived need to supplement, and possibly replace 

the use of a standard s t ructura l model in t h i s context. 

There were two major problems with the s t ructura l model 

as i t was then used. F i r s t the model was very expensive to run, 

costing in the tens of thousands of dol lars per year. Second, the 

model did not produce forecasts which were considered "reasonable" 

when allowed to run without Judgemental input. The input which 

was required was a set of specif ied paths for many of the impor­

tant variables in the model. In neither respect was the Bank's 

model d i f ferent from most other s t ructura l models in use then or 

now. 

The o r i g i n a l idea to use a vector autoregression for 

forecasting at the Bank was suggested by Professor Thomas Sargent, 

an advisor to the Bank. His suggestion was motivated by concur­

rent research of Christopher Sims ( later published as Sims [1980]) 

in to the use of VARs in analyzing economic data. 

My own involvement, which began as a research ass istant 

at the Bank, was to write a program to estimate and forecast with 

VARs. Once th is was done and we had speci f ied what seemed to be a 

reasonable set of variables and lag lengths, we decided to test 

how wel l such a model would have performed over the previous 

several years making forecasts each quarter based only on pre­

vious observations. When we made t h i s ca lcu lat ion we were s u r -
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prised and disappointed to f ind that our preferred s p e c i f i c a t i o n 

would have produced forecast errors consistently much larger than 

those of simple univar iate time series models. In f a c t , we found 

that on average we would have done worse than almost any simple 

extrapolative method. 

We t r i e d a var iety of changes in the spec i f i cat ion such 

as replacing variables and down-weighting older observations, none 

of which made much dif ference. What we had not appreciated was 

the degree to which we were suf fer ing from overparameterization, 

t ry ing to f i t too many parameters with too few observations. 

Before we gave up the VAR approach altogether, however, Sims 

suggested we try using a Bayesian approach to a l l e v i a t e the prob­

lem. 

The f i r s t time we implemented what we thought might be a 

reasonable Bayesian spec i f i cat ion we found a substant ia l improve­

ment in forecasting performance. The pr ior we used was based not 

so much on any par t i cu lar economic theory as on the notion that 

most economic variables appear to approximate random walks, pos­

s ib ly with trends. What we did was to specify independent normal 

p r i o r d istr ibut ions for a l l of the parameters of the VAR with 

means of zero (except for the f i r s t lag of the dependent var iable 

in each equation, which as given a p r i o r mean of one) and standard 

deviations that were functions of a small set of hyperparameters 

of the p r i o r . One of the hyperparameters, for example, scaled the 

standard deviations of p r i o r d i s t r ibut ions for coef f i c ients on 

lags of a l l variables other than the dependent variable in each 

equation. By making t h i s parameter zero (and making the standard 



- 15 -

deviations on own lags large) , we could essent ia l ly duplicate the 

univar iate benchmarks we had been using. VThat we then found with 

a l i t t l e experimentation was that for a wide range of hyperparam-

eter settings the forecast performance improved to a point much 

better than the benchmarks or any of the other models we had 

t r i e d . 

This work became the basis for my thesis at the Univer­

s i t y of Minnesota and led to a number of subsequent papers by 

myself and others at the Bank. (For example, Anderson [1979!; 

Doan, Litterman, Sims [1984l; Litterman 1980a, 1980b, 1984 ; 

Sargent [1979]). It also led to my specifying a simple s i x -

var iable , s i x - l a g quarterly model which I began to use t o forecast 

with on a regular basis each month beginning in May 1980. The 

variables in that model are rea l GNP, the GNP pr ice def la tor , rea l 

business fixed investment, the 3-month treasury b i l l rate, the 

unemployment rate, and the money supply. The spec i f i cat ion of 

that model is described in d e t a i l in Litterman [l980b]« It i s now 

four years l a t e r and I continue to generate forecasts with the 

same model once a month. In the remainder of th is paper, I w i l l 

compare the forecasts generated hy that BVAR model with those of 

three of the best known commercial forecasting services. 

Measuring Forecast Performance 

Before presenting the comparison, i t w i l l be useful to 

review some of the d i f f i c u l t i e s in interpret ing evidence in f o r e ­

cast performance comparisons. In making th is comparison I am, in 

e f f e c t , sett ing up a form of a f ter - the- fact competition in which 

the rules and object of the competition were not speci f ied ahead 



- 16 -

of time to the players. In t h i s s i t u a t i o n , there i s an obvioxis 

potent ia l r isk that by se lect ive reporting of results one could 

give a misleading picture of the r e s u l t s . This i s espec ia l ly true 

since d i f ferent models are designed for di f ferent purposes, are 

specif ied at d i f ferent levels of aggregation, and are used to 

forecast over various horizons. 

Fortunately, there i s a widespread agreement that the 

variables and horizons considered here are indeed those of primary 

i n t e r e s t . For many years the S t a t i s t i c a l Abstract, a publ icat ion 

of the New York based Conference Board, has included each month a 

set of one- through eight-quarter-ahead forecasts of a number of 

commercial forecasting firms for four variables of primary eco­

nomic i n t e r e s t , real GNP, nominal GNP, the unemployment rate , and 

the GNP pr ice d e f l a t o r . This publ ication is the source of data 

and the basis for the forecast comparison I make here.—^ 

The timing of release of economic forecasts i s another 

important consideration in any forecasting competition. Forecasts 

are not generally published on exactly the same date, so they w i l l 

to some extent be based on s l i g h t l y d i f ferent information sets. 

Forecasts of macroeconomic variables are generally dated according 

to the latest avai lable National Income and Product Accounts 

(NIPA) data which was avai lable at the time of release, and I 

fo l low that convention. 

Notice that in the forecast comparison made here a l l 

part ic ipants were operating in "real t ime," making forecasts each 

month over a period of four years. Thus, we need not worry about 

how to interpret "out-of-sample" forecasts which are made a f t e r 
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the fact . The a l l too common reporting of results from so-ca l led 

"forecasting experiments" in which actual values are used for 

exogenous var iables , those not included in the model, are subject 

t o obvious c r i t i c i s m . Less obvious, but s t i l l problematical , are 

out-of-sample experiments in which a given spec i f i cat ion i s e s t i ­

mated using data only up to a certain date in order to make a 

forecast as of that date. Such simulations are certa in ly usefu l 

in some contexts; results from such an experiment, for example, 

were the reason we were led to use a Bayesian procedure. But f o r 

the most part, such comparisons cannot be used to rank models 

because i t i s very d i f f i c u l t to know how important a f t e r - t h e - f a c t 

information was in generating the spec i f icat ions which were used 

in such an experiment. Today, for example, most conventional 

econometric models have highly developed energy sectors which in 

out-of-sample experiments are quite useful in forecasting the 

economic data of the seventies. Of course, no one was using those 

models at the t ime, and we can only guess today at what structures 

w i l l be needed to forecast the economy in the future. 

Another issue which a r i s e s , is how to define the target 

that everyone is t r y i n g to forecast. The answer is obvious for 

series such as an interest rate , which does not get revised, but 

not so obvious for h i s t o r i c a l economic data which are constantly 

revised. Scheduled revisions take place in NIPA data for at least 

three years, and benchmark revisions may make the h i s t o r i c a l data 

look quite d i f ferent from the data observed at the time forecasts 

were made. Since these revisions generally affect levels and 

short-run growth rates rather than growth over several quarters, 
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one approximate solut ion to t h i s problem i s to use the forecasted 

growth rates, applied to currently published base l e v e l s , to 

generate mult i-step level -corrected "forecasts" which can be 

compared with currently published levels to measure forecast 

errors . This i s the procedure used here. 

F i n a l l y , one has to ask what i t i s that is being Judged. 

Those who have not attempted to use large econometric models are 

probably unaware of the importance of the judgemental input, 

sometimes referred to as "tender loving care ," which i s applied by 

the forecaster. There is abundant evidence that the standard 

econometric models cannot be used mechanically to generate f o r e ­

casts that compare in accuracy with those that are produced with 

judgemental input. This judgemental input i s unfortunate, how­

ever, because i t makes such forecasts nonreproducible and essen­

t i a l l y takes them out of the realm of s c i e n t i f i c study. My own 

guess is that forecast performance is much more related to the 

ind iv idua l producing the forecast than to the model being used. 

In any case in order to judge a model, as opposed to the person 

running the model, one would l i k e t o have at least both the un­

adjusted and the adjusted forecasts for comparison. This i n f o r ­

mation i s unavai lable, however, since unadjusted forecasts from 

these models are never published. In these circumstances i t 

becomes very d i f f i c u l t to know how to interpret the forecast 

performance from a given commercial model. One might expect the 

performance to change, for example, when personnel at the f i rm 

change. 
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I think an important d i s t i n c t i o n can he drawn between 

forecasts from such models and the forecasts from the BVAR model 

which I have published for the past four years because the l a t t e r 

are purely mechanically produced forecasts without Judgemental 

adjustment. Furthermore, they have been generated by a model 

whose spec i f i cat ion has not changed over that period of time. 

They thus represent reproducible data, the s t a t i s t i c a l properties 

of which could be expected to remain stable i f the model were to 

be used in the future.—'' 

A Forecast Performance Comparison 

The forecast performance comparison is based on the 

monthly forecasts of the BVAR model, the Data Resources model, the 

Wharton model, and the Chase Econometrics Model. The f i r s t f o r e ­

cast was made in May 1980 and the last in February 1984. Where 

observations were not avai lable for one of the forecasters (in a 

few cases eight-quarter-ahead forecasts were not publ ished), 

observations for a l l forecasters were dropped from the sample. 

Because forecasts are made monthly of quarterly data, there are 

three forecasts for each observation of a given var iable at a 

given horizon. These are sometimes referred t o as e a r l y , middle, 

and late quarter forecasts depending on whether they are based on 

prel iminary, or f i r s t or second revised NIPA estimate of the 

previous quarter. In th is comparison, which i s presented in Table 

I I , I aggregate the results for these three months into a s ingle 

category. Thus, for example, forecasts of data for the f i r s t 

quarter of I984 made in January, February, and March of 1983 are 

a l l included in the five-quarter-ahead category (note that the 
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one-quarter-ahead forecast refers to a forecast of the current 

quarter). 

The measure of forecast accuracy, which is used, is the 

fami l iar root mean square error (RMSE). For the unemployment rate 

the RMSE measure of s-quarter-ahead forecast performance is simply 

T 
I 

"t«l 

Where i s the actual value at time t , and F+ i s the forecast 

made s quarters e a r l i e r . 

For the variables real GNP, the GNP def la tor , and nomi­

nal GNP, errors are expressed as percentages of the l e v e l of the 

actual value. Due to the above mentioned correction for h i s t o r i ­

ca l rev is ions , the formula for these variables appears somewhat 

complicated. Lett ing Â . be the actual value of the leve l of the 

variable at time t , and F be the forecasted percent growth (not 

annualized) in quarter t made r periods e a r l i e r , the formula for 

the RMSE at an s-quarter horizon i s 

r=l 
\w 1 
, T t = l \ A t 

Perhaps the most important point to be made in i n t e r ­

preting the results in Table I I , i s that they are based on a small 

sample. The number of observations l i s t e d under the each horizon 

i s small to begin wi th , and the errors in each category, p a r t i c u ­

l a r l y at long horizons, w i l l be highly corre lated. It i s d i f ­

f i c u l t to judge the results in Table II because we know they are 

based on a smal l , correlated sample, and we have no measures of 
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s ign i f i cance. There i s , of course, not much that can he done for 

Judgemental forecasts.—^ 

For the BVAR model, however, there i s an underlying 

probabi l i ty model which can be used to generate measures of ex­

pected forecast error variance. These measures suggest that the 

above s t a t i c t i c s do suf fer from considerable sampling v a r i a b i l ­

i t y . The f ive-step forecast variance for real GNP, for example, 

is expected to be 2.710 percent, rather than the measured RMSE of 

1.85l» percent. On the other hand, the f ive-step forecast variance 

of the GNP def lator is expected to be 1.1+53 percent rather than 

the measured 3.670 percent. (It i s intended that a Monte Carlo 

experiment w i l l be performed to generate standard errors for the 

BVAR s t a t i s t i c s in Table I I .) 

Despite the high degree of sampling error inherent in 

Table I I , a few results are c l e a r . It i s demonstrated here that a 

time series forecasting procedure operating in rea l time, without 

judgemental adjustment, can produce forecasts which are at least 

competitive with the best forecasts commercially ava i lab le . This 

is not a small achievement. The commercial forecasts are sold for 

prices in the tens of thousands of dol lars per years. The BVAR 

model can be estimated, and forecasts generated, on an IBM per ­

sonal computer in approximately three minutes. 

A second result of interest i s that the BVAR model 

appears to do r e l a t i v e l y better at longer horizons. My interpre­

tat ion of th is tendency is that i t re f lects the s ign i f i cant a d ­

vantage that the Judgemental forecasts had in forecasting the 

current quarter during the f i r s t two years of the forecast ing 
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per iod. In any case, i t c l e a r l y c a l l s into question a common 

perception (e .g . , K lein [1982]) that time series techniques may be 

useful for very short-term forecasts , but that s t ructura l models 

are needed to capture the turning points in business cycles neces­

sary for accurate forecast ing at longer horizons. 

Although the RMSE is probably the best overa l l measure 

of forecast accuracy, i t f a i l s to r e f l e c t the degree to which the 

judgementally adjusted forecasts of the commercial firms tend to 

bunch together r e l a t i v e to the BVAR model. One measure which does 

r e f l e c t that tendency is the proportion of times a given fore­

caster is c losest to the a c t u a l . These results c lear ly favor the 

BVAR model. Of the 1,128 forecasts considered, the BVAR model was 

most accurate 39.1 percent of the time. The percent of times each 

of the other forecasters was most accurate was lB.T, 19.1, and 

23.1, for Chase, DRI, and Wharton, respect ively . 

Postscr ipt 

Over the four years since the model described above was 

s p e c i f i e d , the state of the art of using BVARS has advanced con­

s iderably. In p a r t i c u l a r , models with time-varying parameters and 

much more sophisticated pr ior d i s t r ibut ions have been developed. 

(See, for example, Sims [1982]; Litterman [1982]; and Doan, L i t -

terman, Sims [1982]). As mentioned in footnote 2, the Federal 

Reserve Bank of Minneapolis has developed a larger (56 var iable) 

monthly national forecasting model; several regional BVAR models 

have been developed; and the BVAR technique has also been used i n 

applications to forecast state revenues (Litterman and Supel 

[1983]), to control the money supply (Litterman [1982I) and to 
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measure the costs of intermediate targeting hy the Federal Reserve 

System (Litterman [1984). 
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Footnotes 

—/"The history of commercial forecasts for the other 

variables included in the BVAR model is not generally a v a i l a b l e , 

although the records for rea l investment and the treasury b i l l 

rate have been kept by Stephen McNees, who has informed me p r i ­

vately that he w i l l soon publish a more complete and independent 

evaluation on the BVAR forecasts as wel l as those of several of 

the commercial forecasting services. 

—''Being purely mechanical i s not an easy task. In 

making forecasts, any quarterly model is at a tremendous disad­

vantage i f i t does not use recent information on monthly variables 

i n forecasting the current quarter. My procedures has been to use 

an aux i l ia ry set of equations with monthly data to generate the 

forecast of the current quarter. These current quarter values are 

then used by the quarterly model to forecast future quarterly 

values. The a u x i l i a r y equations have been updated during the four 

years. For the f i r s t several years, only three monthly variables 

in the model were used to forecast current quarter data for a l l 

s ix var iab les . Thus, for example, no current quarter monthly 

pr ice data was used in forecasting the current quarter GNP de­

f l a t o r . This weakness of the model led to systematical ly worse 

one-quarter-ahead errors in the BVAR model than in the judgemental 

forecasts against which i t i s being compared. For the past two 

years a much larger and more sophist icated monthly BVAR model 

developed at the Federal Reserve Bank of Minneapolis has been used 

to generate the current quarter values. This new model, which i s 

based on publ ic ly avai lable data and which also does not use 
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judgemental adjustment, appears to produce current quarter f o r e ­

cast which are as accurate as those produced with judgemental 

input. 

—'''The commercial firms do not attempt to quantify uncer­

ta inty by publ ishing standard errors of forecasts. Instead, they 

t y p i c a l l y publish a l ternat ive forecast scenarios which are given 

subjective p r o b a b i l i t i e s . It i s not c lear how one could use such 

scenarios to quantify uncertainty, however. 
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Table I 

Simulation Comparison of Bayesian 
With Standard Speci f icat ion Approaches 

Mean Square Error of Estimated Coeff ic ients 
(percentage increase r e l a t i v e to Bayesian estimates) 

Equation Error Variance = *. 
Population R-squared = .27 

Observations 
Model 13 19 31 

OLS Variable 1 .902 (*6) .772 (53) .656 (73) 
OLS Vars (1,2) 1.092 (78) .777 (5*) .555 (*6) 
OLS Vars (1-3) 1.532 (1*9) .95^ (90) .597 (58) 
OLS Vars (1-*) 2.059 (235) 1.221 (1*2) .699 (81*) 
OLS Vars (1-5) 2.81*2 (362) 1.567 (211) .850 (12M 
OLS Vars (1-6) It. 227 (587) 1.93* (281*) 1.023 (170) 
OLS Stepwise 1.873 (20*) 1.085 (116) .693 (83) 
Bayesian Vars (1-6) .615 .503 .379 
Wrg-Bayes Vars (1-6) .809 (32) .673 (310 .518 (37) 

Equation Error Variance =1.0 
Population R-squared = .60 

Observations 

Model 13 19 31 

OLS Variable 1 .629 (102) .585 (152) .5*6 (255) 
OLS Vars (1,2) .1*83 (55) .398 (72) .330 (109) 
OLS Vars (1-3) .508 (63) .357 (5*) .259 (6*) 
OLS Vars ( l-U) .581* (88) .370 (60) .23* (*9) 
OLS Vars (1-5) .7*2 (138) .*17 (80) .238 (51) 
OLS Vars (1-6) 1.059 (21*0) .1*80 (107) .258 (63) 
OLS Stepwise .657 (111) .1*21 (81) .267 (69) 
Bayesian Vars (1-6) .311 .232 .158 

(39) Wrg-Bayes Vars (1-6) .1*21 (35) .320 (38) .220 (39) 

Equation Error Variance = .05 
Population R-squared = .97 

Observations 

Model 13 19 31 

OLS Variable 1 .5*6 (1507) .530 (2870) .516 (51*5) 
OLS Vars (1,2) .296 (771) .277 (1*51) .260 (25*3) 
OLS Vars (1-3) .181* (**2) .166 (833) .150 (1*2*) 
OLS Vars ( l -*) .117 (2**) .101 (*6*) .085 (760) 
OLS Vars (1-5) .067 (97) .05* (206) .0*1 (319) 
OLS Vars (1-6) .0*2 (21*) .019 (7) .010 (*) 
OLS Stepwise .055 (62) .023 (31) .012 (19) 
Bayesian Vars (1-6) .03* .018 .010 
Wrg-Bayes Vars (1-6) .0*7 (39) .023 (30) .012 (19) 



Table II 

BVAR Model Forecast Performance Comparison 
Root Mean Squared Forecast Errors 

Real GNP 
Forecast Horizon in Quarters 

(number of observations) 

1 2 3 1* 5 6 7 0 

(U6) (1*3) (i»o) (37) (3l») (31) (28) (23) 

Model 
BVAR 

Actual .878 1.192 1.677 1.969 1.851* 1.971* 2.271* 3.021 
Mean 1.037 1.567 1.993 2.359 2.701 3.025 3.367 3.706 
Std. Dev. .173 .351 .536 .717 .901* 1.113 1.331* 1.571 

Chase .812 1.500 2.271 2.868 3.316 3.738 3.935 3.803 
DRI .727 1.273 2.02U 2.639 3.101* 3.596 3.911* 3.888 
Wharton .661 1.2U6 1.978 2.628 3.089 3.566 3.990 U.015 

GNP def lator 
Forecast Horizon in Quarters 

(number of observations) 

1 2 3 It 5 6 7 R 
(1*6) (1*3) (1*0) (37) (31*) (31) (28) (23) 

Model 
BVAR 

Actual -539 l.ll*3 1.917 2.829 3.670 l*.6l»l* 5.671* 6.361. 
Mean .528 .865 1.196 1.525 1.81*1 2.139 2.U22 2.691 
Std. Dev. .067 .178 .317 .1*72 .6U7 .827 1.011 1.202 

Chase .31*0 .611; .952 1.1*50 2.100 2.831* 3.571* l*.2l*6 
DRI .357 • 592 .81*6 1.368 2.062 2.879 3.755 U.610 
Wharton .1*71 .727 I.09I* 1.587 2.215 2.982 3.810 1*.519 

Unemployment Rate 
Forecast Horizon in Quarters 

(number of observations) 

1 2 3 1* 5 6 7 8 
(1*6) (1*3) (1*0) (37) (31*) (31) (28) (23) 

Model 
BVAR 

Actual .21*6 .568 .81*5 1.039 1.175 1.168 1.670 1.670 
Mean .327 .551 .730 .861* .961 1.036 1.103 1.162 
Std. Dev. .057 .131 .212 .281* .31*7 .1*03 .1*51* .1*99 

Chase .278 .622 .969 1.307 1.585 1.798 2.080 2.198 
DRI .228 .583 .916 1.336 1.718 2.027 2.282 2.391 
Wharton .21*8 .596 .931 1.198 1.505 I.689 1.817 1.932 
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Nominal GNP 
Forecast Horizon in Quarters 

(number of observations) 

1 2 3 * 5 6 7 8 
(*6) (*3) (*o) (37) (3*) (31) (28) (23) 

Model 
BVAR 

Actual 1.0*5 1.685 2.837 3.8*1 *.385 *.86l 5.037 *.752 
Mean 1.198 1.85* 2.*06 2.886 3.312 3.70* *.091 1*.1»81* 
Std. Dev. .179 .377 .606 .8*5 1.09* 1.356 1.63* 1.916 

Chase .958 1.779 2.820 3.838 *.951 6.181 7.255 7.883 
DRI .81*8 l.*65 2.*28 3.*8l *.6Q3 5.967 7.300 8.181 
Wharton .83* I.690 2.7*2 3.869 5.0** 6.235 7.*77 8.162 


