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Abstract

We explore the long-run demand for M1 based on a dataset com-
prising 38 countries and relatively long sample periods, extending in
some cases to over a century. Overall, we find very strong evidence of
a long-run relationship between the ratio of M1 to GDP and a short-
term interest rate, in spite of a few failures. The standard log-log
specification provides a very good characterization of the data, with
the exception of periods featuring very low interest rate values. This
is because such a specification implies that, as the short rate tends
to zero, real money balances become arbitrarily large, which is re-
jected by the data. A simple extension imposing limits on the amount
that households can borrow results in a truncated log-log specification,
which is in line with what we observe in the data. We estimate the
interest rate elasticity to be between 0.3 and 0.6, which encompasses
the well-known squared-root specification of Baumol and Tobin.
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Villaverde, Patrick Kehoe, Tim Kehoe, Helmut Luetkepohl, Albert Marcet, Rodolfo
Manuelli, Edward Nelson, B. Ravikumar, Pedro Teles, and Nancy Stokey. Special thanks
to Joao Ayres, Nicole Gorton, Ruth Judson, Eva Werner, and Junji Yano for invaluable
help with the data. The views expressed herein are those of the authors and not necessarily
those of the Federal Reserve Bank of Minneapolis or the Federal Reserve System.
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1 Introduction

This paper describes and analyzes a new dataset containing annual measure-
ments of money supplies, both real and nominal output (GDP) and thus
price levels, and short-term nominal interest rates for 38 countries, for peri-
ods that go from three decades to over a century. The framework we use for
organizing these data is a money demand function that relates the money
that the public and private sectors of the economy choose to hold to the rate
of production of goods and the short-term interest rate,

Mt = Ptytφ(rt), (1)

where φ is a decreasing function of rt.
The formula (1) contains some strong implications. One is that, if rt is

stationary, Mt and Ptyt should grow at common rate in the long run, for any
continuous function φ. If, on the other hand, rt has a unit root—possibly
because inflation is driven in part by permanent shocks— then Mt and Ptyt
should grow at common rate in the long run, once controlling for the impact
of permanent shocks to rt. Another implication is that it should be possible
to use both cross-country and within-country time series to trace out the
function φ. This is the agenda carried out in this paper.

In recent years, many economists and central bankers have come to doubt
the usefulness of measures of the money supply (such as M1) in the conduct
of monetary policy. What was thought to be a central pillar of the monetary
policies of the newly established European Central Bank in 1999 has come to
be seen as too unreliable to be of any use. These concerns were not without
empirical basis. Conventional time series models of money demand could be
unstable, especially at high frequencies. Seeking “long run” relations seemed
to be the only course. Our idea here is to utilize the methods of cointegration
to make precise what we mean by “long-run” relations and to apply these
methods in a uniform way to a very wide variety of countries.

We take pains to ensure that terms such as “short-term interest rate” and
“money” are measures of the same thing (or almost!) in different countries
and over time within countries. The set of countries is very heterogeneous
in terms of size, income per capita, and world region. More importantly,
the countries also differ substantially in terms of their monetary history:
our sample includes countries that experienced hyperinflations, together with
countries in which inflation has been almost always within a single digit. The
periods covered include very different growth experiences, different monetary
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arrangements, and different degrees of integration to the world markets. We
will explicitly ignore all those differences and will look at this diverse set of
countries through the lens of an extremely simple model. The high degree of
variation in nominal interest rates across countries and over time within each
country is what we will exploit in building our case that the basic features of
the demand function for money are in general very solid—perhaps the most
solid findings in macroeconomics.

A particular expression for the function φ(rt) is the well-known squared
root formula that Baumol and Tobin derived over half a century ago. In
this paper, we use a theory that generalizes this Baumol-Tobin expression
along a couple of dimensions. The first generalization allows for a technology
to transform bonds into money that encompasses the linear technology as-
sumed by Baumol and Tobin, but that also allows for non-linear relationships.
The second generalization is the consideration of borrowing constraints, that
affects the behavior of money demand at very low interest rates. In the em-
pirical section we show that such a theory matches the behavior of the data
remarkably well: out of the 38 countries, we declare just 4 blunt failures and
4 puzzling cases.

In his 2009 paper “Long Run Evidence on Money Growth and Infla-
tion,”Benati used a band-pass filter in order to illustrate how the low-frequency
components of money growth and inflation exhibit, in most cases, a nearly
one-for-one relationship. The current paper goes beyond Benati (2009) in a
few dimensions, but two are really central. First, in that paper, both M1
growth and inflation were treated simply as given time series. In this paper,
we borrow from a vast post-World War II literature and take the interest rate
as a given series — chosen by monetary policy — and assume that individual
agents divide their work effort between producing goods and economizing in
holding low-interest-bearing cash.1 We address these elements of consumers’
decision problems in detail in Section 2, where we derive an equation like
(1) that generalizes the familiar Baumol-Tobin specification. In Section 3 we
plot the implied predictions of a particular case of the model against the data
and let the graphics speak for themselves.We find this informal visual evi-
dence quite remarkable. As mentioned above, in this paper we make central
use of methods of cointegration. These methods replace the sharp distinc-
tions between the high and low frequencies used in Benati (2009). They are

1That literature was led by Friedman, Schwartz, Brunner, Meltzer (1963), Baumol
(1952) and Tobin (1956).
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described in Sections 4 and 5, where we discuss the methodology that we
use throughout the paper and discuss the results from cointegration anal-
ysis. Our results show that evidence of cointegration between real money
demand and the short-term interest rate is widespread. In most cases in
which cointegration is not detected, we show via Monte Carlo evidence that
- conceptually in line with Engle and Granger (1987) - this result is what we
should expect to obtain even if cointegration is truly in the data, because of
the short sample length, the high persistence of the cointegration residual,
or both. In Section 6, we discuss some extensions and section 7 concludes.

2 A Model of Money Demand

We study a labor-only, representative agent economy in which making trans-
actions is costly. Preferences are given by

E0

∞∑
t=0

βtU(xt),

where β < 1, xt is consumption at date t, and the function U is differentiable,
increasing, and concave. The agent is endowed in each period with a unit
of time, with lt allocated to goods production and 1 − lt used to carry out
transactions. The goods production technology is given by yt = xt = ztlt,
where zt is an exogenous stochastic process.

We assume that households choose the number n of “trips to the bank” in
the manner of the classic Baumol-Tobin model. At the beginning of a period,
a household begins with some nominal wealth that can be allocated to money
Mt or to risk-free government bonds Bt. During the first of the n subperiods,
one member of the household uses money to buy consumption goods. During
this same initial subperiod, another member of the household produces and
sells goods in exchange for money. At the end of the subperiod, producers
transfer to the bank the proceeds from their transactions. Thus, the situation
at the beginning of the second subperiod exactly replicates the situation at
the beginning of the first. This process is repeated n times during the period.
The choice of this variable n will be the only economically relevant decision
made by households. Purchases over a period are then subject to a cash-in-
advance constraint, Ptxt ≤Mtnt.

Notice that n is the velocity of money, and its inverse in equilibrium is the
money-to-output ratio, or the demand for real money, which is the concept

4



that we care about. Baumol-Tobin assumed that the cost of carrying out
these transactions increases linearly in the number of trips. We consider a
more general specification in which the total cost of making transactions,
measured in units of time, is given by

θ(nt, νt) = γnσt νt, (2)

where γ and σ are positive constants and νt is an exogenous stochastic pro-
cess. The natural interpretation of the stochastic shock νt, is aggregate dis-
turbances in intermediation technologies. The theory is of course silent with
respect to it. However, this random component is essential to motivate the
econometric analysis at the core of the paper. The expression in (2) becomes
the Baumol-Tobin linear case when we set the curvature parameter σ equal
to 1.

Equilibrium in the labor and goods markets implies

xt = ztlt = zt(1− γnσt νt),

so the equilibrium real wage is equal to zt.
At the beginning of each period, the agent starts with wealth in real terms

wt, which can be allocated to money mt or interest-bearing bonds bt, both
also measured in real terms. We can then write this constraint as

mt + bt ≤ wt. (3)

In addition, we impose a productivity-adjusted borrowing constraint for
the agent of the form

bt ≤ ztb
∗ (4)

for some arbitrary value of b∗.2 At this point, we do not want to take a
particular stand on where this constraint comes from. Rather, we want
to show how the equilibrium money demand relationship is affected by a
constraint of this type. We will discuss these implications in detail below.

We assume the nominal return on short term bonds, rt, to be a process
determined by monetary policy.3 This implies that the behavior of the growth

2Our dataset contains long samples of over a century for a few countries. All of the
countries had substantial increases in productivity over the length of the sample. We find
it natural to assume that the borrowing constraint depends on the level of technology.

3When policy is described as a sequence of interest rates, the initial price level may
be indeterminant. Real money balances will, however, be unique. In this paper we ignore
issues regarding the determination of the price level.
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rate of the money supply is restricted by other equilibrium conditions, as is
well known and as we show in Online Appendix B. So far, we have been
silent with respect to what our measure of money accounts for. For the
theoretical analysis, one can allow for money to pay a nominal return, rmt .4

In what follows, we will just consider the case in which rmt = 0. We discuss
this choice below, together with the discussion of the empirical counterparts
of the monetary aggregate.

The agent’s wealth next period, contingent on the actions taken in the
current period and the realization of the exogenous shock, is given by

wt+1
t ≤ mt + bt(1 + rt) + [1− γnσt νt] zt − xt

πt+1
t

+ τ t+1
t , (5)

where πt+1
t denotes the gross inflation rate between period t and period t+ 1

in that particular state, and τ t+1 is the real value of the monetary transfer the
government makes to the representative agent. Finally, the cash-in-advance
constraint can be written in real terms as

xt ≤ mtnt. (6)

We now consider the decision problem of a single, atomistic agent who takes
as given the price level, the inflation rates πt+1

t , the interest rate rt, the real
wage zt, and the shock νt. Given the initial wealth wt, this agent chooses
his consumption xt, the number of bank trips nt, and the assets mt, bt that
he chooses to hold. These choices then determine the wealth wt+1

t that he
carries into the next period, as a function of the state. These choices are
restricted by equations (3), (4), (5), and (6).

In Online Appendix B, we show that as long as the borrowing constraint
(4) does not bind, the equilibrium number of portfolio adjustments n depends
on the interest rate rt according to

rt = σγnσ+1
t

νt
1− γnσt νt

. (7)

The solution involves an extended quadratic formula for the equilibrium value
of n. Using the cash-in-advance constraint (6), the following relationship
must hold in equilibrium:

4That more general case and its details are presented in the working paper version of
the Benati et al. (2017).
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mt

xt
=

1

nt
=

1

n(rt, νt)
. (8)

This solution has several empirical implications. First, notice that the solu-
tion for the money-to-output ratio does not depend on the technology level,
zt. In the model, income growth must be associated with a positive trend in
technology. This implies an income elasticity of the real demand for money
that is equal to one, which is the specification we will study.5 Second, the
stochastic properties of the money-to-output ratio, mt/xt, are inherited from
the stochastic properties of rt and νt. This has testable implications as long
as νt is stationary, as we will assume throughout the paper. Specifically, if rt
is stationary, mt/xt should be too, whereas if rt has a unit root, mt/xt should
have a unit root as well. Our cointegration analysis below will address these
issues.

2.1 Characterization of the solution

We first characterize the solution for the case in which the borrowing con-
straint (4) is not binding. Then, we provide a general characterization.

2.1.1 When the borrowing constraint does not bind

A simple inspection of equation (7) reveals that velocity is an increasing and
continuous function of the interest rate differential rt. As (8) makes clear, the
ratio of money to income is then negatively related to rt.

In order to obtain a simple parametric form that we can take to the
data, we discuss one approximation. Note that γνtn

σ
t represents the welfare

cost of inflation as a ratio of maximum potential output, which is arbitrarily
close to zero when the interest rate rt is small. For moderate interest rates,
computations of the welfare cost are negligible. Even for interest rates as
high as 20%, estimates of the welfare cost of inflation are barely above 4%,
so the denominator in the expression above would range from 1 to 0.96.6

5In Online Appendix B, we allow for a more general specification that does not restrict
the income elasticity to be one, and where we are able to test this unitary income elasticity
implication.

6The approximation error in a model calibrated to match US data is very small, below
2%, even for interest rates as high as 50% per year.
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We then use the approximation 1 − γνtn
σ
t ' 1 and write the solution as

nσ+1
t σγνt ' rt. Taking logs and using the fact that m/x = 1/n, we then

obtain

ln (mt/xt) =
1

(σ + 1)
[lnσγ − ln rt + ln νt] , (9)

which is the log-log function typically used in the literature, with an interest
rate elasticity of 1/(1+σ). The Baumol-Tobin case is the one obtained when
σ = 1, so the elasticity is equal to 1/2.

Notice that a property of this specification is that real money balances
over output, mt/xt, go to infinity when the nominal interest rate differential,
rt, goes to zero. How can this be a solution for a representative agent with
finite wealth? Inspecting the budget constraint (3) suggests that bond hold-
ings must therefore be approaching negative infinite. But this may conflict
with the borrowing constraint (4). Imagine that agents could run away with
the cash they hold and keep some fraction of it. The borrowing constraints
would naturally arise from an optimal contracting problem with enforce-
ability constraints. We next turn to considering the case of the binding
constraints.

2.1.2 When the borrowing constraint binds

When the borrowing constraint binds, the solution is trivial, since there is
really no economic problem to be decided by the agent. Note that λ > 0
implies that b = ztb

∗. But then, the budget constraint (3) implies

mt = wt − ztb∗,

which fully determines the real quantity of money. The values for xt and
nt are then determined by the equilibrium conditions xt = zt(1− θ(nt)) and
xt = ntmt.

2.1.3 A full characterization

In order to provide a full characterization of the relationship between money
balances to output and the interest rate differential, given any value for the
state variable ω, it is useful to prove the following lemma.

Lemma 1 Given values for ω and b∗, if constraint (4) binds for an interest
rate differential r0, then it also binds for any r < r0. In addition, if constraint
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(4) is not binding for an interest rate differential r1, then neither does it bind
for any r > r1.

The previous lemma implies that for any value of real initial wealth, w,
there exists a value for the net interest rate r̃ such that the money demand
equation is given by the solution to (7), for all r ≥ r̃, whereas it is equal to
m
x

(r̃) for all r ≤ r̃. Such a money demand is depicted as the dotted blue line,
labeled A in Figure 1.

M
/P

Y

A

B

C

Figure 1 Borrowing constraint and money demand when interest rate is near 0

The location of the kink in the money demand depends on the value for
w−zb∗. The larger that value, the lower will be the value for the interest rate
r̃. Note also that if we let b∗ go to infinity, real money balances also go to
infinity as the interest rate goes to zero. Such a money demand is depicted
as the solid red line, labeled B in Figure 1.

The log-log specification, widely used in applied work, assumes that
agents, in equilibrium, do borrow arbitrarily large amounts from the gov-
ernment so as to hold arbitrarily large amounts of cash when the interest
rate is very low. Such an outcome could not be an equilibrium if agents
could run away with a fraction of the cash held, which can lead to a borrow-
ing constraint that could resemble restriction (4). As it turns out, interest
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rates had been very low for several years in some of the countries that we
analyze. The role of this borrowing constraint will be very important in de-
signing our empirical strategy, as discussed in detail in what follows. But
this sharp characterization at near-zero interest rates depends on the repre-
sentative agent assumption, and it is not robust to sensible generalizations.
Thus, we may not want to take the flat portion of the money demand in
schedule A of Figure 1 literally when pursuing our empirical analysis. We
discuss this issue next.

2.1.4 Connecting the theory to the data

Consider a model like the one above, with a continuum of agents that are
alike in all respects except that they differ in their productivity. To be more
specific, assume that idiosyncratic productivity for agent j is equal to ξjzt,
where ξj ∈ [ξl, ξ

h], and where the mean of ξj is equal to one. It would be
natural in this environment to impose agent-specific borrowing constraints,
since agents’ ability to pay would vary across types.

We explore such an economy in Online Appendix B. There we show that
under certain conditions, there will be a threshold interest rate r̂ such that
for interest rates higher than r̂, no agent is constrained, so all individual
money demand functions are well approximated by the log-log specification.
It follows that the aggregate money demand function is also log-log. For
interest rates lower than r̂, the aggregate money demand is a combination
of two types of agents. For the first type, the constraint binds, so their
aggregate demand is insensitive with respect to the interest rate. For the
second type, the constraint does not bind, and their elasticity is given by
the log-log specification. As the interest rate keeps going down, the fraction
of agents for which the elasticity is positive goes down, so the aggregate
elasticity also goes down. The aggregate money demand is decreasing for
this range, but with an interest rate elasticity that is lower than the log-log
specification. Such a money demand is the dashed green line, labeled C in
Figure 1.7

In light of this discussion, in our empirical strategy, we will follow two
complementary approaches. First, we will ignore the borrowing constraints
and use the log-log functional form implied by the theory. We expect this

7Similar results for the aggregate money demand arise in a model in which agents get
the few first portfolio transactions for free. Such a model is developed and estimated in
Alvarez and Lippi (2009).
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Figure 2 Fitting Baumol-Tobin model with Selden-Latané specification

strategy to work well in countries that did not experience low interest rates.
Second, we will use a parametric form that is observationally very similar to
the log-log specification for interest rates that are not too small, and which
differs from that specification at very low levels of interest rates in a way that
closely resembles the behavior of the real money demand with the borrowing
constraints described above. This parametric form, used by Selden (1956),
is given by

mt

xt
=

1

a+ brt
. (10)

In Figure 2, we plot two curves relating real money balances to the interest
rate. The range of short-term interest rates is the relevant one for the United
States in the last century: between 0% and 15%. The blue circles correspond
to a log-log specification, with an elasticity equal to 1/2, as implied by the
Baumol-Tobin linear technology discussed above. The constant in that equa-
tion has been chosen so that the ratio of money to output is 20% when the
interest rate is 5%, which matches the US data reasonably well. The solid
black line corresponds to the best fit of equation (10) to the blue circles in
the figure.8

8The two parameters of the solid black line were calibrated using OLS.
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As the figure makes clear, both functional forms behave in a remarkably
similar way for interest rates between 15% and 2%. They are so similar, in
fact, that it appears that the ability to identify one functional form from the
other one would require a gigantic amount of data for interest rates within
that range. On the other hand, the two functional forms do behave very
differently at interest rates between 0% and 2%. We expect this formulation
to work well in countries that did experience low interest rates in several
periods. By comparing the empirical performance of the two specifications,
we will be able to draw some conclusions regarding the quantitative relevance
of the borrowing constraints.

2.1.5 The role of regulation and technology

The literature has long recognized that changes in regulation or technology
can change the equilibrium relationship between interest rates and real money
balances. For instance, Lucas and Nicolini (2015) argue that regulatory
changes introduced in the United States in the early eighties can explain the
apparent instability of real money demand in the United States. Alvarez
and Lippi (2009) show that advances in banking technology are important
in explaining their household level data on cash holdings. The theoretical
implications of such changes can be analyzed with this model. In the working
paper version of this paper, we show that when money is used to pay interest,
the solution for the number of trips to the bank, nt, is an equation equal to
(7) , except that on the right-hand side, rt must be replaced by rt − rmt .
Thus, if banks are allowed to compete by paying interest on deposits, the
optimal choices of nt would change even if the interest rate rt is unchanged.
In addition, a change in the level parameter γ changes the optimal value for
money balances, again keeping rt constant.

As a first step, we will ignore both regulatory and technological changes
in this paper. As it turns out, the data analysis shows that by and large,
these theoretical considerations have little empirical relevance: the theoret-
ical relationship in (8) is confirmed by the data for a large set of countries,
even though we cover samples that are several decades long. As we doc-
ument below, we found just a handful of cases for which M1 real money
demand appears to have breaks that are suggestive of further analysis. Our
general conclusion is that the apparent breakdown in the real money de-
mand relationship observed in the United States, requiring a detailed and
country-specific analysis, is an exception rather than the rule.
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3 A First Look at the Data

In this section, we present the data and provide a visual comparison with
the theory. To begin, we discuss how we map our theoretical construct Mt to
the data. This choice is associated with the discussion of its nominal return.
We have no data on the interest rate paid by deposits, so we choose to work
with M1, which includes cash and only checking accounts. In deciding to set
rmt = 0 in the theory, we implicitly assumed that checking accounts pay no in-
terest. This is a questionable assumption, but it is certainly more appropriate
for M1 than for broader aggregates, which typically include interest-paying
deposits.9 Accordingly, we identify money in the model with M1.

Online Appendix A describes the data and the data sources in detail.
All of the series are standard, with the single exception of the United States,
where we also consider the adjustment proposed in Lucas and Nicolini (2015).
Specifically, we add to the standard M1 aggregate the money market deposit
accounts (MMDAs) that were created in 1982. We call this aggregate New
M1.10

We first present the raw data in the form of cross plots between the short-
term interest rate and the ratio of money to nominal income. The data were
not manipulated in any way. Figures 3a to 3c are scatterplots of the short
rate and the ratio between nominal M1 and nominal GDP (i.e., the inverse of
M1 velocity). We also plot the theoretical curve that corresponds to equation
(9), specialized to the case in which the elasticity is equal to 1/2. We allow
the per-unit cost, γj, to be different across countries. Thus, for each country
j , we plot the curve

M j
t

Y j
t

=
γj√
rjt

, (11)

where Y j
t is nominal income at time t in country j and M j

t is M1, except
for the US, where we use New M1, as mentioned above. We calibrate the

9Deposits did pay interest in the United States after Regulation Q was modified in the
early 1980s. Also, some deposits included in M1 did pay interest in very high-inflation
countries such as Argentina and Brazil.

10The results are the same with an alternative aggregate in which currency has been
adjusted along the lines of Judson (2017) to take into account the sizable expansion in
the fraction of US currency held by foreigners since the early 1990s.See Benati (2019a) for
details.
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single free parameter for each country to be the one that minimizes the mean
squared errors between the curve and the data, but imposing the elasticity
to be 1/2.

The criterion used to group the countries follow the results of the tests
performed below. Details will be discussed then, but a rough approximation
is that we start with the countries for which the evidence of comovement
between velocity and the interest rate is very strong and show at the end the
countries for which the evidence is weak or non-existent. In our view, it is
remarkable how well this simple theory performs in this first inspection. Our
own summary is the following. For the 12 countries in Figure 3a, the evidence
is very strong. We offer two caveats: for both Brazil and Argentina, a few
points clearly lay below the theoretical line. In both cases, those points corre-
spond to the years following the successful stabilization of hyperinflations.11

The model in the previous section is too simple to be used to address these
cases, so we leave that topic for future research. The following 14 countries
in Figure 3b also exhibit clear evidence of a negative relationship, though in
some cases (such as Bahrain, Barbados, and Thailand), the slope seems to
be different from the 1/2 implied by the linear technology. The 6 countries
in the top row of Figure 3c also provide good evidence, though in some cases
(such as Finland and West Germany), the picture is not as clear as before.
Finally, the 6 countries in the bottom row of Figure 3c are the most prob-
lematic. Portugal and to a lesser extent Paraguay and Norway, also seem to
display evidence of a negative relationship, but it is far from the theoretical
curve. The last three cases are, from the viewpoint of the cross plots, blunt
failures.

The plots in Figures 3a through 3c depict the data in a way that became
traditional in empirical studies of money demand. In addition, the data
can be visually compared with the theoretical curve indicated by the theory
(11). But depicted in this way, the plots hide the behavior of each of the
variables over time and it thus they fail to show the persistency that both
series have in the data and how the persistent components of the two series
move together over time. We find that information also very valuable as a
visual motivation for the cointegration methods that we use in the rest of
the paper. The figures also add the time dimension, which helps to explain

11Neither Bolivia nor Israel, which also experienced hyperinflations, exhibits the same
puzzling behavior. But for those cases, we do not have data for many years before the
hyperinflation, so they are not completely comparable.
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some of the apparent failures discussed above.
Thus, in Figures 4a to 4c, we present the time series for both the short

term interest rate and velocity.12 In this case, we did some —minimal —
manipulation by plotting the two variables in different axes. This amounts
to making a linear transformation of one of the variables, which is consistent
with the theoretical constructs in (9) and (10). We also go beyond the
previous comparison with the theory, where we used the log-log specification
for all countries. The theory suggests that the formulation (10) is more
likely to be a better description of the data when the borrowing constraints
are quantitatively relevant. Thus, we classify countries into two groups. For
the first group of countries, we plot the log of the interest rate and the log
of velocity, as specified in equation (9). For the second group of countries,
we plot only the levels of the same variables, as specified in equation (10).
This second group of countries comprises those that never had their interest
rate too high and even had several years of interest rates close to zero, as the
theory suggests.13

For the 26 countries in Figures 4a and 4b, the comovement between veloc-
ity and the interest rate is remarkable. The same caveats regarding Argentina
and Brazil apply, and notice that in both Israel and Bolivia, our data mostly
cover the years following the stabilization. Three more puzzles appear clearly
in the time series: Venezuela, and to a lesser extent Ecuador, seem to exhibit
different behavior during the first half of the sample relative to the second.
In addition, the data for Chile show, as do the data for Argentina and Brazil
mentioned above, that the behavior right after the stabilization of a very
high inflation does not conform to the theory. The countries in the top row
of Figure 4c also exhibit solid evidence of comovement between velocity and
the interest rate, though it is less clear-cut than the previous cases. Finally,
among the group of countries in Figure 4c, 4 of them suggest blunt failure,
whereas both Norway and Portugal seem to conform to the theory in the last
few decades, but not before.

To summarize, the first data inspection suggests the following : 26 coun-
tries exhibit remarkable evidence of comovement between velocity and the
interest rate, 6 countries offer good evidence, and for the final group of 6

12We find convenient to show velocity - the inverse of real money demand according to
the model - since it ought to be positively related to the interest rate.

13We use the following criterion: we present the data in levels for all countries with
some observations below 5%, and no observation beyond 100%, while we present the data
in logs for all other countries.
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countries, the evidence is either weak or non-existent. In addition, an in-
spection of the countries that experienced extremely high inflation — in the
several 100s or even 1000% per year — suggests that it takes several years
after nominal interest rates have returned to normal for real money demand
to recover to its previous levels. Finally, we identify only three candidates
(Venezuela, Norway and Portugal) that seem to exhibit a breakdown in the
money demand relationship that could justify further analysis of whether reg-
ulation may have played a role— an analysis along the same lines discussed
in Lucas and Nicolini (2015) for the United States.

In our view, it is remarkable how well this simple theory performs in this
first inspection for a large set of countries — though not all. Despite the
attractiveness of looking at simple plots, however, the previous analysis has
several limitations. We would like to formally test whether, as the simple
model above implies, the ratio between real money balances and output
inherits a unit root when the short-term interest rate exhibits a unit root. We
also want to formally estimate the interest rate elasticities and see how good
1/2 is as an approximation, the value implied by the linear technology implied
by original Baumol-Tobin specification. We would also like to let the data
indicate the quantitative effect of the borrowing constraints when interest
rates are very low, as it has been in countries such as Japan, the United
States and the United Kingdom. If this were the case, the Selden-Latané
specification ought to deliver better results.

The plots in Figures 4a through 4c show how persistent the series are
and provide support for the use of the cointegration methods that we use
below. In fact the statistical tests overwhelmingly identify unit roots both in
the ratio of money to output and in the interest rates (see Appendix C). In
spite of the results of the unit root tests, one may have theoretical reasons to
believe that the interest rate, being a policy variable, ought to be stationary.
One such reason is that in most monetary models used to justify inflation
targeting policies, the policies that stabilize the economy around the inflation
target deliver a stationary series for the equilibrium interest rate, even if the
economy is subject to unit root shocks, as long as the real interest rate is
stationary. And these models approximate very well the behavior of inflation
rates in the data in countries that have successfully managed to have inflation
very close to its target. Clearly, temporary but persistent deviations from
that policy, as one may interpret the US experience from 1965 to 1985, may
imply very persistent movements in the interest rate. And it is indeed quite
difficult to distinguish that behavior from a unit root, statistically speaking,

22



given the sample sizes we have.
The good news is that those speculations are of little quantitative rel-

evance: a crucial feature of one of the methods we use, owing to Wright
(2000), is that they perform very well for highly persistent series, even if
they are not exactly unit roots in Section 6.1. We illustrate this property
in the specific context of the model described above. There we run Monte
Carlo experiments with model-generated data. We simulate stationary but
very persistent series and show that these methods identify the true parame-
ters remarkably well. It is because we are handling very persistent series that
we are fully comfortable embracing the cointegration techniques that follow.

We now turn to a brief discussion of the main features of our approach
and several methodological issues.

4 Main Features of Our Approach

The cointegration techniques we use were justified above on statistical grounds:
the series we work with are highly persistent, to the point where, in nearly
all cases, it is not possible to reject the null of a unit root. But this ap-
proach also highlights a discussion that is at the heart of the debate over
the stability of money demand: the distinction between the short run and
the long run. This distinction is entirely absent in our model, but a large
theoretical literature has been developed to try to understand the large and
sustained deviations of observed real money balances from their theoretical
counterparts: the “short-run” deviations of money demand.14

The notion of cointegration boils down to the existence of a long-run re-
lationship between series driven by permanent shocks: those shocks are the
source of identification of the relationship between the short rate and veloc-
ity. The existence of the cointegration relationship implies that, in the long
run, any permanent increase in the interest rate maps into a correspond-
ing permanent increase in velocity and therefore a decrease in real money
balances: the exact amount will be captured by the cointegration vector.
Further, any deviation of the two series from their long-run relationship—
that is, the cointegration residual—is transitory and bound to disappear in
the long run. The persistence of the residual is therefore a measure of how
long-lived these short-run deviations are. As we will show, these estimated

14See Grossman and Weiss (1983) for an early contribution, or Alvarez and Lippi (2014)
for a recent one.
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residuals are indeed very persistent themselves. Our analysis therefore leaves
unexplained a substantial fraction of the dynamic interactions between the
short-term interest rate and the money-to-output ratio.

We present the analysis in two steps. In the first step, discussed in this
section, we take the results of the unit root test literally—that is, we interpret
the lack of rejection of the null hypothesis as evidence that the series contain
exact unit roots—and present evidence from Johansen’s cointegration tests,
which take no cointegration as the null hypothesis. Then, in a second step,
we present the results from Wright’s (2000) tests, which take cointegration
as the null hypothesis.15 There are (at least) two reasons for also considering
the Wright test, in addition to the Johansen test. First, although the over-
whelming majority of the papers in the money demand literature have been
based on Johansen’s procedure, there is no reason to regard no cointegration
as the “natural null hypothesis”. Rather, it might be argued that, since we
are searching here for a long-run money demand for transaction purposes,
cointegration should be the natural null.16 Second, as discussed by Wright
(2000), Wright’s test works equally well both when the data contain exact
unit roots, and when they are local-to-unity. On the other hand, as shown
by Elliot (1998), when the data are local-to-unity, tests (such as Johansen’s)
that are predicated on the assumption that the data contain exact unit roots
can perform poorly.

Once cointegration is detected, we can use standard methods to estimate
the parameter that governs the elasticity of the money demand relationship.
For reasons of robustness, we consider Johansen’s just-mentioned procedure,
as well as Stock and Watson’s (1993). We also compare the results of using
the log-log specification and the Selden-Latané one, and use those results to
discuss the behavior of real money demand at very low interest rates.

15The Wright (2000) test searches across the parameter space for all the values of β in
the normalized cointegration vector [1− β]′ such that the null hypothesis that [1− β]′.yt
is I(0) cannot be rejected, where yt features the levels of velocity and the short rate for
the Selden-Latané specification, and their logarithms for the log-log. A (1−α)%-coverage
confidence interval for β is computed as the set of all values of β for which the null
hypothesis that [1− β]′.yt is I(0) cannot be rejected at the α% level.

16Basic economics logic suggests that, up to fluctuations in the opportunity cost of
money, the nominal quantity of money demanded should be proportional to the nominal
volume of transactions (proxied by nominal GDP).
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4.1 Integration properties of the data

Online Appendix C reports evidence from our extensive investigation of the
integration properties of the data based on Elliot et al.’s (1996) unit root
tests. Our main results can be summarized as follows.

First, there is overwhelming evidence of unit roots in the vast majority
of the series, with the bootstrapped p-values being near-uniformly greater
than the 10% threshold, which, throughout the entire paper, we take as our
benchmark significance level, and in most cases markedly so. In the very few
instances in which this is not the case, we eschew the relevant specifications
(e.g., if we can reject the null of a unit root for the logarithm of the short rate
but not for the level, we eschew the log-log specification, and we uniquely
focus on the Selden-Latané specification).

Second, for both the first difference and the log-difference of either velocity
or the short rate, the null of a unit root can be rejected almost uniformly.
In the few instances in which this is not the case—so that the relevant series
should be regarded, according to Elliot et al.’s (1996) tests, as I(2)—we do
not run cointegration tests.17 As for nominal M1 and especially nominal
GDP, on the other hand, the opposite is true, with the null of a unit root
not being rejected most of the time. In all of these cases, we will therefore
eschew unrestricted specifications for the logarithms of nominal M1, nominal
GDP, and a short rate.

4.2 Methodological issues pertaining to cointegration
tests

4.2.1 Issues pertaining to bootstrapping

Everything in this paper is bootstrapped. In this section, we briefly discuss
details of the bootstrapping procedures we use, and how such procedures
perform. In our discussion, we extensively refer to online Appendix D, which
contains the Monte Carlo evidence motivating both our choices and the way
in which we will interpret the evidence based on the actual data.

Details of the bootstrapping procedures As for Johansen’s tests, we
bootstrap trace and maximum eigenvalue statistics via the procedure pro-

17Both Johansen’s and Wright’s tests are predicated on the assumption that the series
contain (near) unit roots, but that their order of integration is at most one.
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posed by Cavaliere et al. (2012; henceforth, CRT). In a nutshell, for tests of
the null of no cointegration against the alternative of one or more cointegrat-
ing vectors, the model that is being bootstrapped is a simple, noncointegrated
VAR in differences (for the maximum eigenvalue tests of h versus h+1 cointe-
grating vectors, on the other hand, the model that ought to be bootstrapped
is the VECM estimated under the null of h cointegrating vectors). All of the
technical details can be found in CRT, to which the reader is referred. We
select the VAR lag order as the maximum18 between the lag orders chosen
by the Schwartz and the Hannan-Quinn criteria19 for the VAR in levels.

As for the Wright (2000) test, since it test has been designed to be equally
valid for data-generation processes (DGPs) featuring either exact or near unit
roots, we consider two alternative bootstrapping procedures, corresponding
to either of the two possible cases. (In practice, as a comparison between the
results reported in Table 2 in the text and Table E.1 in online Appendix E
makes clear, the two procedures produce near-identical results.) The former
procedure involves bootstrapping—as detailed in CRT, and briefly recounted
in the previous paragraph—the cointegrated VECM estimated (based on Jo-
hansen’s procedure) under the null of one cointegration vector. This boot-
strapping procedure is the correct one if the data feature exact unit roots.
For the alternative possible case in which velocity and the short rate are
near unit root processes, we proceed as follows. Based on the just-mentioned
cointegrated VECM estimated under the null of one cointegration vector, we
compute the implied VAR in levels, which, by construction, features one, and
only one eigenvalue equal to 1. Bootstrapping this VAR would obviously be
equivalent to bootstrapping the underlying cointegrated VECM, that is, it
would be correct if the data featured exact unit roots. Since, on the other
hand, here we want to bootstrap under the null of a near unit root DGP,
we turn such an exact unit root VAR in levels into its near unit root corre-
spondent, by shrinking down the single unitary eigenvalue to λ=1-0.5·(1/T ),
where T is the sample length.20 The bootstrapping procedure we implement

18We consider the maximum between the lag orders chosen by the SIC and HQ criteria
because the risk associated with selecting a lag order smaller than the true one (model
misspecification) is more serious than the one resulting from choosing a lag order greater
than the true one (overfitting).

19On the other hand, we do not consider the Akaike Information Criterion since, as
discussed by Luetkepohl (1991), for example, for systems featuring I(1) series, the AIC is
an inconsistent lag selection criterion, in the sense of not choosing the correct lag order
asymptotically.

20In particular, we do that via a small perturbation of the parameters of the VAR
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for the second possible case, in which the processes feature near unit roots,
is based on bootstrapping such a near unit root VAR.

We now turn to discussing Monte Carlo evidence on the performance of
the two bootstrapping procedures.

Monte Carlo evidence Tables D.1 and D.2 in online Appendix D report
extensive Monte Carlo evidence on the performance of the bootstrapping
procedures, which is discussed in detail in Sections D.1.1 and D.1.2 of online
Appendix D. We perform the Monte Carlo experiments based on two types of
DGPs, featuring no cointegration and cointegration, respectively. For either
DGP, we consider several alternative sample lengths, from T = 50 to T =
1,000. For the DGP featuring cointegration, we also consider several alterna-
tive values for the persistence of the cointegration residual, which we model
as an AR(1). Finally, whereas for the experiments pertaining to Johansen’s
tests we only consider DGPs with exact unit roots, for those pertaining to
Wright tests we also consider the corresponding DGPs with roots local-to-
unity, which we obtain by replacing, in the former DGPs, the exact unit
root with λ=1-0.5·(1/T ). In the case of cointegrated DGPs featuring exact
unit roots, we bootstrap Wright’s test statistics based on the first procedure
discussed in the previous subsection (that is, based on bootstrapping the
VECM estimated conditional on one cointegration vector, as in CRT). In
the case of cointegrated DGPs featuring near unit roots, on the other hand,
we bootstrap the tests via the alternative procedure, based on bootstrapping
the corresponding near unit root VAR in levels.

Our main results can be summarized as follows.
As for the Johansen test, if the true DGP features no cointegration, CRT’s

procedure performs remarkably well irrespective of sample size, with empir-
ical rejection frequencies (ERFs) very close to the nominal size. This is in
line with the Monte Carlo evidence reported in CRT’s Table I, p. 1731, and
with the analogous evidence reported in Benati (2015). If, however, the true

matrices Bj ’s in the cointegrated VECM representation ∆Yt = A + B1∆Yt−1 + ... +
Bp∆Yt−p + GYt−1 + ut, where Yt collects (the logarithms of) M1 velocity and the short
rate, and the rest of the notation is obvious. By only perturbating the elements of the
VAR matrices Bj ’s—leaving unchanged the elements of the matrix G (and therefore both
the cointegration vector and the loading coefficients)—we make sure that both the long-
run equilibrium relationship between velocity and the short rate, and the way in which
disequilibria in such a relationship map into subsequent adjustments in the two series,
remain unchanged.

27



DGP features cointegration, the tests perform well only if the persistence of
the cointegration residual is sufficiently low, the sample size is sufficiently
large, or both: if the residual is persistent, the sample is short, or both, the
tests fail to detect cointegration a nonnegligible fraction of the time. This is
in line with some of Engle and Granger’s (1987) evidence, and it has a simple
explanation: as the residual becomes more and more persistent, it gets closer
and closer to a random walk (in which case there would be no cointegration),
so that the procedure needs larger and larger samples to detect the truth
(i.e., that the residual is highly persistent but ultimately stationary).

As for the Wright test, evidence is qualitatively the same, and quan-
titatively very close, in the case of either exact or near unit root DGPs.
Specifically, if the true DGP features cointegration, the procedure works re-
markably well if either the sample size is sufficiently long, the persistence of
the cointegration residual is sufficiently low, or both, with ERFs very close to
the tests’ nominal size. As the sample size decreases and/or the persistence
of the cointegration residual increases, however, the ERFs increase system-
atically, to the point where, for example, for T = 50 and the autoregressive
parameter of the cointegration residual equal to 0.95, the test incorrectly
rejects the null at about twice the nominal size. The explanation for this
is straightforward, and it has to do, once again, with Engle and Granger’s
(1987) previously mentioned point: when the cointegration residual is highly
persistent, only sufficiently long samples allow the test to detect the truth
(i.e., that the deviation between the two series is ultimately transitory, so that
they are in fact cointegrated). But, under these circumstances, the shorter
the sample period, the more likely it will be to mistakenly infer that the
deviation between the series is permanent, so that they are not, in fact, coin-
tegrated. If, however, the true DGP features no cointegration, the test tends
to reject the null at about twice the nominal size, essentially irrespective of
sample length.

These results can be summarized as follows. If the Johansen test detects
cointegration, we should have a reasonable presumption that cointegration
is there. If however it does not detect it, a possible explanation is that the
sample is too short, the cointegration residual is highly persistent, or both.
As for the Wright test, lack of rejection of cointegration does not represent
very strong evidence that cointegration truly is there, as this also happens
with a comparatively high frequency for DGPs featuring no cointegration.

We now turn to the issue of how persistent cointegration residuals in fact
are.
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4.2.2 Evidence on the persistence of cointegration residuals

Tables H.1 and H.2 in online Appendix H report Hansen’s (1999) “grid boot-
strap” median-unbiased (henceforth, MUB) estimates of the sum of the AR
coefficients in AR(2) representations for the “candidate cointegration resid-
uals” in our dataset.21 By “candidate cointegration residual” (henceforth,
CCR), we mean the linear combination of the variables in the system which
will indeed be regarded as a cointegration residual if cointegration is de-
tected.22 For reasons of robustness, for either the Selden-Latané specification
(Table H.1) or the log-log specification (Table H.2) we consider two alterna-
tive estimators of the cointegration residual: either Johansen’s or Stock and
Watson’s (1993).

Evidence points toward both a nonnegligible extent of persistence of the
CCRs, and a wide extent of heterogeneity across countries. Focusing on re-
sults based on the log-log specification, the MUB estimate based on Jo-
hansen’s estimator of the cointegration vector—let’s label it as ρ̂J

MUB
—ranges

from a minimum of 0.27 for Belize to a maximum of 1.17 for the Barbados
islands. By classifying the ρ̂J

MUB
’s, in an admittedly arbitrary fashion, as

“highly persistent” (ρ̂J
MUB
≥0.8); “moderately persistent” (0.4< ρ̂J

MUB
<0.8);

and “not very persistent” (ρ̂J
MUB
≤0.4), we end up with 22 ρ̂J

MUB
’s in the first

group, 14 in the second, and 4 in the third. Results based on Stock and Wat-
son’s estimator are qualitatively the same, with the three groups comprising,
respectively, 25, 13, and 2 countries.

Under these circumstances, statistical tests will often have a hard time
detecting cointegration even if it truly is present, especially when ρ̂

MUB
is

high and the sample period is comparatively short. This implies that results
from cointegration tests should not be taken strictly at face value, but rather
should be interpreted in the light of the previously mentioned Monte Carlo
evidence in Tables D.1 and D.2 in online Appendix D.

21Results are based on 2,000 bootstrap replications for each possible value of the sum
of the AR coefficients in the grid. Bootstrapping has been performed as in ?. For reasons
of robustness, we report results based on two alternative estimators of the cointegration
vector, Johansen’s and Stock and Watson’s (1993).

22We label it as a candidate cointegration residual because, as the Monte Carlo evidence
in the previous section has shown, if a residual is highly persistent, cointegration might
well not be detected even if it is present, which would prevent the candidate from being
identified as a true cointegration residual.
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5 Results

In presenting the results, we first discuss the cointegration tests and then
show the parameter estimates. We finish with a comparison between the
log-log and Selden-Latané specifications.

5.1 Cointegration tests

In this section, we discuss the results from bivariate systems for velocity and
the short rate, as implied by equation (7).23 Table 1 reports results from
Johansen’s maximum eigenvalue test of 0 versus 1 cointegration vectors, to-
gether with the Monte Carlo-based ERFs computed conditional on the null
of one cointegration vector. We highlight in yellow all p-values for maximum
eigenvalue tests smaller than 10% and all ERFs smaller than 50%, corre-
sponding to a less-than-even chance of detecting cointegration if this is truly
present in the data.

The table reports the cointegration test results for only one of the func-
tional forms when the unit root tests for either the level or the log of one
of the variables were rejected. For two of the countries, Morocco and Hong
Kong, the series were identified as I(2) for both the level and the log of
the variables, so no cointegration tests are reported. Thus, Table 1 reports
results for only 36 countries.

We ordered the countries according to the test results. Within each cate-
gory, we ordered the countries alphabetically. For each country, we first men-
tion the time period for which we have consistent data. In some cases (Aus-
tralia, Canada, and Chile), we have two different datasets, for long enough
periods, but they do not completely overlap. The series are not exactly the
same, so they cannot be used to construct a single series that can suitably be
analyzed using cointegration. We report the results using both series. The
third and fourth columns report the p-values of the tests for both the Selden-
Latané and the log-log specifications. Finally, we show the ERF of the Monte
Carlo exercises for both the Selden-Latané and the log-log specifications.

We first report the results for the United Kingdom and the United States,
for which we have close to a century of data. For the case of the US, we use
both M1 and New M1 ( the monetary aggregate proposed in Lucas and

23In Online Appendix F, we discuss test results for unrestricted specifications between
the log of the interest rate, the log of nominal output, and the log of M1.
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Table 1 Bootstrapped p-valuesa for Johansen’s maximum eigenvalueb

test and empirical rejection frequencies of the tests under the null
II: Empirical rejection

I: Bootstrapped p-values frequencies

Selden- Selden-

Country Period Latané Log-log Latané Log-log

United Kingdom 1922-2016 0.003 0.793 0.975 0.661

US – M1 + MMDAs 1915-2017 0.063 0.212 0.859 0.625

US – M1 1915-2017 0.869 0.218 0.099 0.275

Argentina 1914-2009 – 0.031 – 0.789

Brazil 1934-2014 – 0.093 – 0.341

Canada 1967-2017 0.015 0.028 0.965 0.939

1926-2006 0.007 0.361 0.968 0.628

Colombia 1960-2017 0.032 0.027 0.648 0.593

Guatemala 1980-2017 0.007 0.038 0.536 0.448

New Zealand 1934-2017 0.099 0.030 0.690 0.819

Switzerland 1948-2005 0.000 0.017 0.923 0.769

Bolivia 1980-2013 0.053 0.681 0.686 0.125

Israel 1983-2016 0.000 0.252 0.767 0.197

Mexico 1985-2014 0.007 0.505 0.537 0.200

Belgium 1946-1990 0.361 0.062 0.699 0.721

Belize 1977-2017 0.704 0.007 0.107 0.394

Austria 1970-1998 0.203 0.180 0.220 0.265

Bahrain 1980-2017 0.401 0.335 0.082 0.085

Barbados 1975-2016 0.542 0.677 0.348 0.335

Ecuador 1980-2011 0.838 0.686 0.043 0.053

Netherlands 1950-1992 0.349 0.568 0.463 0.325

South Korea 1970-2017 0.364 0.955 0.086 0.169

Thailand 1979-2016 0.101 0.212 0.101 0.091

Venezuela 1962-1999 0.776 0.922 0.087 0.059

Australia 1969-2017 0.134 0.960 0.720 0.425

1941-1989 0.642 0.722 0.168 0.198

Chile 1941-2017 0.442 0.307 0.824 0.628

1940-1995 0.133 0.175 0.111 0.859

Finland 1946-1985 0.246 – 0.286 –

Japan 1955-2017 0.567 0.142 0.363 0.590

Spain 1941-1989 0.120 0.196 0.636 0.205

Taiwan 1962-2017 – 0.909 – 0.139

Turkey 1968-2017 0.460 – 0.229 –

West Germany 1960-1989 – 0.352 – 0.219

Italy 1949-1996 0.171 – 0.629 –

Norway 1946-2014 0.035 0.043 0.749 0.789

Paraguay 1962-2015 0.074 0.168 0.443 0.366

Peru 1959-2017 0.003 0.171 0.992 0.389

Portugal 1914-1998 0.857 0.047 0.048 0.059

South Africa 1965-2015 0.116 0.157 0.563 0.329
a Based on 10,000 bootstrap replications. b Null of 0 versus 1 cointegration vectors.
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Nicolini 2015). The second group of countries contains the ones for which
both p-values (or the only one that we could run) are below 10%. The next
two groups include countries for which one and only one of the p-values is
below 10%. The fifth and sixth groups contain countries for which both p-
values are above 10%, but either the two ERFs are below 50% (fifth group)
or only one is below 50% (sixth group).24 Finally, the last group includes the
six countries for which we believe the evidence is weak or nonexistent based
on the visual evidence, in spite of the test results.

We first discuss how to interpret the United States and United Kingdom
results in detail. The other numbers in the table are to be interpreted in
a similar way. Recall that for both countries, the evidence of the simple
graphs in Figures 3 and 4 is quite remarkable. The results of the tests
confirm that notion. In using M1 for the United Kingdom and New M1
for the United States, the p-values for the Selden-Latané specification are
below 10%, but the ones for the log-log specification are both above 10%.
For both countries, the ERFs are substantially larger than 50%. This strong
preference of the data for the Selden-Latané specification is consistent with
the fact that both countries had several periods with interest rates very
close to zero. Taken together, these results provide evidence of a satiation
point at zero in the aggregate real money demand. Finally, when using the
standard M1 aggregate for the United States, both p-value are higher than
10%, although the ERF are below 50% for both specifications, indicating
that the predictive power of the test is low.

With the exception of Hong Kong and Morocco - for which we could not
run the tests — the order of the countries in the table is the same as the order
of the countries in the figures in Section 3. The first four groups contain 14
countries in total . For all of them, the tests detect cointegration in at least
one of the specifications, even though in several cases the ERFs are low. The
next two groups contain a total of 16 countries for which cointegration is not
detected, but the ERFs are low in the two tests (8 countries in group 5) or in
one test (8 countries in group 6). For these 30 countries, the visual evidence
is very good - with the caveat of the behavior right after the stabilization of
very high inflations, as in Argentina and Brazil.

The final group contains 6 countries for which the visual evidence was
problematic or nonexistent. Two problematic cases are Norway and Portu-

24In classifying countries for which we have more than one set of series, we chose the
one that contains the most recent data.
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gal. In both cases, the tests do detect cointegration in at least one of the
specifications. However, the visual evidence suggests a different behavior
over time, somewhat similar to what occurred with M1 in the United States.
Exploring whether regulation could explain those 2 cases seems to be worth
pursuing, but not in this paper. For the remaining 4 countries, the visual ev-
idence does not suggest such a pattern (or any other pattern!). Even though
in 2 of those 4 cases the tests do detect cointegration, we can only classify
those 4 countries as failing to behave as the theory implies.

To summarize: we find the evidence quite remarkable for 32 out of the 38
countries analyzed (the 30 countries in groups 1 to 6, plus Hong Kong and
Morocco). Of the remaining 6 countries, regulatory changes may explain the
behavior of real money demand in 2, whereas for the other four are blunt
failures.

In Table 2, we present the results for the Wright test. We report 90%
confidence intervals for the second element of the normalized cointegration
vector (1 − β). As mentioned above, they represent the set of all values of
β for which the null hypothesis that (1− β)′.yt is I(0) cannot be rejected at
the α% level, where yt is a vector that contains either the levels or the logs
of the short rate and velocity. The order of the countries is the same as in
Table 2. In those cases in which cointegration is not detected, the entry in
the table is NCD. We highlight in yellow the cases in which the confidence
interval lies entirely in the range of negative numbers, so that cointegration
is detected in the data, and furthermore the relationship is negative as it is
in the theory. The results in Table 2 are in general even stronger than the
ones in Table 1, but the results are consistent with them. For the 6 countries
we had identified as having weak or nonexistent evidence, the results are
also bad in this case. On the other hand, for the 16 countries in groups 5
and 6 of Table 1, where the Joansen test failed to detect cointegration (the
p-values were above 10%) but where at least one of the ERFs were low, the
Wright test identifies cointegration in 15 of them (West Germany being the
only exception). For the 12 countries for which we did identify cointegration
using the Johansen test, there is conflicting evidence for only one country:
results for Switzerland are very strong in Table 1 but not in Table 2.

5.2 The estimated coefficients on the short rate

The coefficients can be estimated using both Johansen’s and Stock and Wat-
son’s procedures. In addition, the Wright test also delivers confidence in-
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Table 2 Results from the Wright (2000) test: 90% coverage confidence
intervals for the second element of the normalized cointegration vector

Bootstrapped process: cointegrated VECM

Country Period Selden-Latané Log-log

United Kingdom 1922-2016 [-0.529; -0.417] NCD

US - M1 + MMDAs 1915-2017 [-0.613; -0.393] [-0.352; -0.108]

US - M1 1915-2017 NCD [-0.506; -0.029]

Argentina 1914-2009 [-0.107; -0.087] [-0.513; -0.245]

Brazil 1934-2014 [-0.065; -0.009] [-1.366; 0.276]

Canada 1926-2006 [-1.490; -1.053] [-0.719; -0.607]

1967-2017 [-0.578; -0.494] [-0.389; -0.345]

Colombia 1960-2017 NCD NCD

Guatemala 1980-2017 [-0.752; -0.448] [-0.678; -0.414]

New Zealand 1934-2017 NCD [-0.589; -0.312]

Switzerland 1948-2005 NCD NCD

Bolivia 1980-2013 [-0.369; -0.193] [-0.520; -0.388]

Israel 1983-2016 NCD [-0.388; -0.320]

Mexico 1985-2014 [-0.260; -0.184] [-0.422; -0.314]

Belgium 1946-1990 [-0.465; -0.289] [-1.146; -0.710]

Belize 1977-2017 [-0.840; -0.692] [-2.567; 1.433]

Austria 1970-1998 [-0.601; 0.080] [-1.040; 0.618]

Bahrain 1980-2017 NCD [-0.254; -0.194]

Barbados 1975-2016 [-2.006; -0.748] [-2.899; 0.101]

Ecuador 1980-2011 NCD NCD

Netherlands 1950-1992 [-0.394; -0.290] [-0.483; -0.331]

South Korea 1970-2017 [-0.617; -0.521] [-0.639; -0.338]

Thailand 1979-2016 NCD [-0.498; -0.386]

Venezuela 1962-1999 NCD [-0.249; 0.287]

Australia 1941-1989 [-0.691; -0.526] [-0.808; -0.704]

1969-2017 [-0.484; -0.404] [-0.506; -0.314]

1941-2017 [-0.106; 0.047] [-0.215; 0.085]

Chile 1940-1995 [-0.140; -0.028] [-0.382; -0.278]

Finland 1946-1985 [-0.530; -0.414] [-2.693; -1.780]

Japan 1955-2017 [-0.520; -0.312] [-0.513; -0.125]

Spain 1941-1989 [-0.163; -0.159] NCD

Taiwan 1962-2017 [-0.449; -0.341] [-0.453; -0.253]

Turkey 1968-2017 NCD NCD

West Germany 1960-1989 [-0.963; 0.931] [-0.489; 0.692]

Italy 1949-1996 [0.032; 0.204] [0.159; 0.511]

Norway 1946-2014 [-0.961; 0.985] [-0.227; 1.043]

Paraguay 1962-2015 [-0.328; 0.125] [-0.200; -0.024]

Peru 1959-2017 [-0.042; 0.026] [-0.493; 0.692]

Portugal 1914-1998 [-0.340; 0.433] [-0.018; 0.210]

South Africa 1965-2015 [-0.170; 0.427] [-0.052; 1.065]

NCD = No cointegration detected.
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tervals for the parameters. The full set of results is presented in Online
Appendix I, where we show the estimation using the three procedures for the
two specifications. We will focus the discussion in this section on the esti-
mates of the elasticity in the log-log specification using Stock and Watson’s
procedure. The reason for focusing on the log-log specification is twofold.
First, the coefficient on the log of the interest rate has the natural interpre-
tation of an elasticity. Second, and most importantly, we can directly relate
it to the transactions technology that is the key component of the theory. In
that respect, our reference value has an elasticity equal to 0.5, which corre-
sponds to the case of a linear technology, as in Baumol and Tobin. Higher
values for the elasticity imply that the exponent σ in equation (2) is lower
than 1, which implies that the marginal cost of making transactions is de-
creasing with the number of transactions. The opposite is true when the
elasticity is lower than 0.5.

The reason for focusing on the Stock and Watson’s estimates is that they
are based on a single equation, whereas Johansen’s is based on estimating
an entire cointegrated VAR, so there are many more coefficients. In small
samples this approach may produce less precise results. In almost all cases,
Johansen’s estimates are broadly in line with Stock and Watson’s but typi-
cally deliver larger standard errors. In 4 cases the results are different, and
we conjecture that this result might be a small-sample issue. For details, see
Online Appendix I. We are aware that as long as the data-generating process
corresponds to the model with the borrowing constraint, the estimate of the
elasticity will be biased downward in countries with several observations of
interest rates near zero. The reason is that the procedure will try to match
those observations with low interest rates that all lie below the log-log curve
that has a good fit with the observations for moderate and high interest rates.
However, given that the number of observations at very low rates is not such
a large fraction of the total sample, we expect this bias to be small.

In Figure 5, we present the results of the estimation for 33 countries
using the Stock and Watson procedure. As explained above, for 2 countries
(Hong Kong and Morocco), we could not run the tests, and for 3 of them
(Finland, Italy, and Turkey), the test did not detect cointegration for the log-
log specification. The horizontal axis represents the value for the estimator
of the elasticity for the corresponding country, ranging from -1 to 1. For each
country, we report the point estimator with a black rhombus and the 90%
confidence interval with a dotted red line. We order the countries according
to the point estimate, starting with the lowest one. Finally, in the figure
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Figure 5 Estimation results using the procedure from Stock and Watson (1993)

we plot two vertical lines: one at zero, which corresponds to the null of no
relationship between the log of the interest rate and the log of real money
demand, and one at the value 0.5, which corresponds to the linear technology
assumed by Baumol and Tobin.25

As a summary of the figure,the confidence interval includes zero for only
4 out of the 33 countries. Two of them (Norway and South Africa) belong
to the group with either weak or nonexistent evidence. In no case is the
estimate statistically larger than zero. Finally, for around 20 countries, the
confidence interval includes 0.5 or is remarkably close to it. Table 2, together
with the country plots in Figures 3a to 3c give very strong support to a rather
simple theory that, in its essence, was developed over half a century ago.

5.3 Evidence on the functional form

Figure 6 provides simple, informal evidence on which specification – the
Selden-Latané or the log-log –provides the most plausible description of the

25For the three countries for which we had two different sets of data, here we report the
set that includes the latest observations.
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Figure 6 Comparing the Selden-Latané and log-log specifications: selected evidence

for low-inflation and high-inflation countries

data at both low and high interest rates. For both low-inflation and high-
inflation countries, the top row shows the levels of M1 velocity and the short
rate, and the bottom row shows the logarithms of the two series. By plot-
ting the series with different axes, we search for a linear relationship between
either the levels or the logs. The evidence in the top row therefore corre-
sponds to a Selden-Latané specification and the bottom row to the log-log
specification.

Two broad patterns emerge from Figure 6. First, for the low-infation
countries, both formulations do a very good job at capturing the rise and fall
of both velocity and interest rates in the United Kingdom and the United
States, and the persistent fall of both in Japan. The Figure clearly shows,
however, that the log-log specification is substantially worse when interest
rates are close to zero for the three countries. This result in line with our
discussion of the borrowing constraints in the theoretical section. Second, for
the high-inflation countries the opposite is true: the specification in logs ap-
pears to deliver a linear relationship, whereas the specification in levels does
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not.26 This overall pattern is consistent with the theory, where borrowing
constraints play an important role in low interest rates.

We did not select countries in Figure 6 randomly; rather, they are the
ones that either had interest rates close to zero for many periods or had very
high inflation rates. The full comparison is presented in Online Appendix
I, and while the general message is similar, the conclusion there is not as
striking as the examples shown here.

6 Two Additional Issues

We now discuss two additional issues. First, we show that the estimators of
the elasticity of money demand we used in Section 5.1—which are predicated
on the assumption that the series feature exact unit roots—work equally well
for series that are local-to-unity. Then, we discuss tests for the stability of
the money demand cointegration relationship.

6.1 Robustness of the estimates of the elasticity of
money demand to near unit roots

Table 3 reports results from the following Monte Carlo experiment. We
simulate the following DGP for the logarithms of the short rate, Rt, and of
M1 velocity, Vt:

lnRt = λ lnRt−1 + εt, with λ=1-0.5 · (1/T ), εt ∼ i.i.d. N(0, 1) (12)

ut = ρut−1 + vt, with 0 ≤ ρ < 1, vt ∼ i.i.d. N(0, 1). (13)

lnVt = α0 − α1 lnRt + ut (14)

We set α0=1, and α1 equal to Baumol and Tobin’s benchmark value of 0.5.
As for ρ we consider six possible values ranging from 0 to 0.95, correspond-
ing to alternative extents of persistence of the cointegration residual. Finally,
we consider four possible values for the sample length, T , ranging from 50
to 1,000. For each possible combination of values for T and ρ we simu-
late (12)-(14) 10,000 times, and based on each artificial sample, we estimate

26These results are in line with the evidence produced by Benati (2019b) based on
either monthly or weekly data for 20 cases of hyperinflation, from the French Revolution
to Venezuela’s episode: in nearly all cases, econometric evidence shows a clear and often
overwhelming preference for the log-log specification.
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ρ 0 0.25 0.5 0.75 0.9 0.95
T = 50 0.5002 0.4983 0.5018 0.4978 0.4889 0.4992
T = 100 0.5007 0.4996 0.4995 0.5002 0.5025 0.5010
T = 200 0.5000 0.4999 0.4997 0.4989 0.4990 0.4982
T = 1000 0.5000 0.5000 0.5000 0.4998 0.5002 0.5004

Table 3: Mean of Monte Carlo distribution for alternative values of T and ρ

the elasticity of money demand as we did in Section 5.1, based on either
Johansen’s or Stock and Watson’s (1993) procedures. Table 3 reports the
mean of the Monte Carlo distribution for the estimates of α1 based on Stock
and Watson’s procedure (results based on Johansen’s procedure are qualita-
tively the same, and they are available upon request). The evidence in the
table speaks for itself and shows that the estimates of the elasticity of money
demand we discussed in Section 5.1 are in fact robust to the series being
local-to-unity, rather than featuring exact unit roots.

6.2 Testing for stability in cointegration relationships

We test for stability in cointegration relationships based on the three tests dis-
cussed by Hansen and Johansen (1999): two Nyblom-type tests for stability
in the cointegration vector and the vector of loading coefficients, respectively;
and a fluctuation test, which is essentially a joint test for time variation in the
cointegration vector and the loadings. In either case, we bootstrap the test
statistics via CRT’s procedure, based on the VECM estimated conditional
on one cointegration vector, and not featuring any break or time variation of
any kind.

Table H.1 in the Online Appendix reports Monte Carlo evidence on the
performance of the tests conditional on bivariate cointegrated DGPs, for
alternative sample lengths and alternative degrees of persistence of the coin-
tegration residual, which is modeled as an AR(1). The main results can be
summarized as follows. The two Nyblom-type tests exhibit an overall rea-
sonable performance, incorrectly rejecting the null of no time variation, most
of the time, at roughly the nominal size. Crucially, this is the case irrespec-
tive of the sample length and of the persistence of the cointegration residual.
The fluctuation test, on the other hand, exhibits good performance only if
the persistence of the cointegration residual is low. The higher the residual’s
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persistence, however, the worse the performance, so that for example, when
the AR root of the residual is equal to 0.95, for a sample length T = 50,
the test rejects at twice the nominal size. This result is clearly problematic
since, as previously discussed, residuals are typically moderately to highly
persistent. In what follows, we therefore focus on the results from the two
Nyblom-type tests, but we eschew instead results from the fluctuation test
(these results are reported in Tables H.2 and H.5 in the Online Appendix).

We now turn to the results from cointegration tests and tests for time
variation in cointegration relationships.

Tables H.2 and H.3 in the Online Appendix report results from Hansen
and Johansen’s (1999) Nyblom-type tests for stability in either the cointe-
gration vector or the vector of loading coefficients. The key finding in the
two tables is that evidence of breaks in either the cointegration vector or
the loading coefficients is weak to nonexistent. Specifically, for the United
States, based on the Selden-Latané specification, the null of no breaks in
either feature is never rejected for either New M1 or any of the other two
“expanded” M1 aggregates. Stability in the cointegration vector is also never
rejected based on semi-log and log-log specifications, whereas breaks in the
loadings are detected based on the log-log specification, and in one case out
of six based on the log-log. Evidence for other countries is qualitatively the
same. For instance, based on the Selden-Latané specification, stability in the
cointegration vector is rejected in three cases, whereas stability in the load-
ings is rejected in six cases. Results for the log-log specification are along the
same lines.

7 Conclusions

Our review of real money demand behavior leads us to reach the following
conclusions. First, there is overwhelming evidence of a long-run relationship
between the ratio of money to nominal income and the short-term interest
rate. Second, the log-log specification that implies a constant elasticity is
a very good representation of the data, except when interest rates are very
close to zero. Third, there is strong evidence of a satiation point at zero,
implying that the elasticity of real balances with respect to the interest rate
is lower in that range, approaching zero as interest rates go to zero.
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