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ABSTRACT

Optimal control theory can he combined with the probability struc-
ture of a vwvector autoregression to investigate the tradeoffs
available to policymakers. Such an approach obtains results based
on 8 minimal set of assumptions about the economy and the struc-
ture of policy actions, This paper takes this approach to analyze
the potential effectiveness of countercyclical monetary policy.
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It 18 & commonly stated and apparently widely held
belief among economists that vector autoregressions (VARs) cannot
be used for policy analysis ry At the game time, there are a few
economists who defend their use, and a few of us who regularly use
¥ARs in analyzing policy. 1In this paper I try to clarify some of
the issues involved and illustrate an application of the use of a
VAR and optimal control theory for formulating monetary policy.

The application asks the question, how much of the
¢yclical  variance of output can we reslistically expect to remove
with optimal monetary policy. In aﬁswering this question we make
several optimistic assumptions. We assume, for example, that we
know the true reduced form representation of the economy and the
true impact o? monetary aations on the economy. Further, we
agsume that we can vary the monetary policy rule, and these struc-
tures will not change., Of course, it is unrealistic to assume
away uncert&infy and the possibility of gtructursl change, but
even under these ideal conditions it turns out that there are
important l1limitations on  the hexﬁent‘ to which optimal monetary
policy can be expected to redudérthe cyclical variance of ocutput
and prices. We find that having a time horizon greater than one
year is important if counter-cyclical policy is to be effective.
In particular, for inflatlon, where the lags of policy are espe-
cially long, very little of the cyclical variance can be removed

if a one-year time horizon is congidered,



ObJections to the use of VARs

There are two basic objections to the use of VARs for
policy analysis, The first objection, commonly called the "Lucas
eritique," (see Iucas (1976)) is +that changes in policy will
affect the behavior of asgents in the economy which will then cause
the structure of the economy to change. This criticism was origi-
nally directed at standard exercises in poliey analysis with
gtructural models, but 1t clearly applies equally well to policy
analysis with VARs. The second objectilon, which might ibe called
the "correlation versus causation” issue (see Cooley and Leroy
(forthcoming)), is based on the observation that VARs do no more
than capture the autocorrelation struc‘é.ure of a vector time
series. The argument is that gince a VAR does not identify a
causal structure, i1t therefore cannot be used to project the
effect of a change in policy‘, which is part of the causal struc-
ture, Unlike the Iucas critique, this second objection is di-
rected not at standard stl'.ructura.l models, b‘u;o only at reduced form
models, such as VARs, which do not build in assumptions that
identify economic strubtures. |

The debate over these objections has been carried on for
a number of years, but often at & level of abstractlion that has
prevented the main issues from being widely understood. The
purpose of this paper is not to renew this debate, but rather to
11lustrate a simple, concrete example of the use of VARs for
policy analysis so that the limitations and benefits of such an

approach might be made more apparent. The plan of the paper 1s



first to present a framework for optimal control exercises using

YARs, and then to analyze some results based on a simple example,

A Framework for Optimal Control with VARs
We begin by assuming that the unknown sitructure of the
econcmy can bhe represented by a time-invariant linear difference

equation.
(1) AY, = BYy , + APy + Auy

where Y, 1s an n x 1 vector describing the state of the economy
(the first order representation is not restrictive since higher
order lags of variables can be included iﬁ the state vector), the
n x n matrices A and B déscribe the structure of the economy, Py
ig an n x 1 vector giving the contemporaneous effect on observ-
ables of a policy action, and uy is an n x 1 vector of serially
uncorrelated, normally disfrihuted economic shocks with the n x n
variance mabrix, U. We assume that A is invertible and is normal-
1zed to have ones along its diagonal.

The direction and magnitude of policy actions are given
by the scalar, s,.. We assume that the effects of policy on ob-
servables are linearly related to the size of the policy action,

that is:

vhere the n x 1 vector L is & set of weights which gives +the
contemporaneous impact of a normalized policy action on the ob-

servables.



We also assume that policy actions are determined by a
structure that includes both a systematic feedback rule and a
random component. In other words, policy actions are determined

by the rule
(3) S-t = FYt_l + V-bo

where ¥ is a 1 x n vector which describes the predictable compo-
nent of the policy action, and Vi is the random component. Let
the variance of Vi be V.

The authority that sets policy 1s assumed to have a loss
function given by

- 5

B & = éﬁE 233[ Yiig™ t+J @(Yt+J-Yt+J)+gst+J]}
where f is a discount rate and the n x n matrix & weights devig-

tions of Y, from %heir desired value, Y:
Suppose the authority knows the form of its loss fune-
tion and wishes fo minimize its loss given known values for ¢, B
and g. The authority knows the value of L, but not the economic
structure given in A and B. What we show below is that if the
gtructures in A and B remain invariant with respect to alternative
values of ¥, then optimal control theory can be used with a VAR
representation for Y to determine the feedback rule for policy
actions, that is the vector F¥, that minimizes the loss function.
Within the context of this framework the objections to

this approach can be made specific. Those who base their objec-

tion on the Lucas critique argue that it violates dynamic economic



theory to make the assumption that A, B, and L remaln invariant
with respect to changes in F, Those who obJect on the basis of
the lack of a causal structure in VARs point out that the identi-
fication of I requires the specification of an economic structure
which is not provided by the VAR,

I will later consider these lgsues in the context of the
example presented below, Before proceeding further, however, it
may be desirable to suggest in general terms why I do not think
these objections i1mply that poliecy analysis with vector auto-
regressions is impossible. With respec;.to the Iacas critigque, my
response is that the Invariance assumption for A, B and L may be a
ugeful approximation when the change in F is small relative to
previous experience, 1In that case, it may be reasonable to assume
that the historical data contain & useful estimate of the how the
economy will respond to policy interventions in the future. I
think the adequacy of the approximation is the issue, and I don't
know how one ‘can address ' that issue ouﬁéide the context of a
particular application, , Moreover, ghe ﬁsefulness of this sap-
proach obviously depends‘;nuwhht alternative approaches are avail-
able, A highly uncertain local approximastion that might be pro-
duced by this approach may be useful if there are no better alter-
natives. I view it as an extreme position to regard the ILucas
critique as & theoretical imperative that invalidates the use of
VARs for policy analysis, rather than as an caution about the
possible inadequecy of an invariance assumption, the relevance of

which iB context dependent.



Those who object that a VAR does not identify L are
correct, but again, that objectlon does not make the VAR approach
invalid, What is required is that we make enough assumptions to
identify L. These assumptions, which in effect define what is
meant by & policy action, are the minimal assumptions about the
structure of the economy which are necessary to conduct policy
analysis. As will be shown below, it is not necessary to identify
A and B in order to find the optimal policy. Indeed, the VAR
approach is motivated in part by the observation that the sttempt
to identify A and B is not oniy unnecessary,.but &lso is likely to
lead to false restric£ions that would bias the results of a policy
analysis exercise.

Let wus solve +the optimal control problem presented

above., A more complete version of this argument is given in

Litterman (1984). We consider the class of economies

(5) Yy = DYy g + ug
where ,
(6) D=0+ L&

¢ is the reduced form representation of the economy determined by
the unknown structure A, B, L, and ¥, which is assgumed to have

generated the historical data. C is given by

(8) ¢=A"1B+ 1F



The serially uncorrelated random error, u{t), is assumed to be
drawn from an normal distribution with the variance matrix U, We
have implieitly limited ourselves to deterministic feedback rules,
but it is easy to show that in this context that limitation is not
& binding constraint.

¢ is an arbitrary n x 1 vector, Thus, the problem is to
find the point in n-space, G, that generates an sconomy D which

minimizes the expected value of the loss function, £ The expec—

4
tation is taken with respect to the distribution of the u's.

How it should be clear exactly what 1s the nature of the
identification problem. From equation (6f it can be seen that
knowledge of C, the VAR representation of the historical data, and
of L, the contemporaneous effect of s poliéy action, is what is
needed to solve the optimization problem, It is not necessary to
know A, B, or F, l

The optimizetion problem presented here is a standard
example of a well known problem, minimizing a discounted quadratic
cost functional in a linear system, A useful reference is
Bertsekas (1976), pages 266"throhgh} 268, The optimal feedback

rale, G, is given by a set of equations known as the Riceatl

equations, which are solved through an iterative process,

An Example: Optimal Monetary Policy

The example given here illustrates the application of
the above approach to policy anslysis to the specific problem of
setting monetary policy. While the exemple is designed to be

gimple, T think it captures the basic tradeoff facing monetary



policy, that is the problem of providing encugh money fo promote
stable real growth in a context of stable prices.

The example includes quarterly data for six variables,
real growth, inflation, money growth, a nominal interest rate, the
value of the dollar and an index of stock prices.?-/ The VAR
repregentation, the matrix C_3_/ , includes a constant and four lags
of each varisble, and is estimated using a Bayesian prior fol-
lowing the procedure given in Litterman (Five Years of Experi-
ence) 2/

We 1dentify the vector L by assuming that a monetary
policy action has no contemporanecus (current quarter) impact on
real growth or inflation and that for each 100 basis point (hun-
dredth of & percent) increase in the nominal ‘interest rate the
policy action causes a 1.3 percent decrease in the annualized
growth of money, a 2.5 percent decrease in stock prices, and a 3.0
percent increase in the value of the dollar. We normalize L by
setting the coefficient on interest rates equal to 1 so that s
has units given in percentage points. A policy action of size 8y
is one that causes the ﬁominal' inte.rest rate to move by s, per-
centage points. The value of -1,3 for the effect on money growth
represents a change in the quarterly average level of the money
stock of about 2 billion dollars in the quarter in which the
policy action is taken. This value 1s obtalned by averaglng the
response in monthly data of money to an Innovation in interest

rates with no contemporaneous effect on money. Such evidence is

presented in Litterman (Fall 1984 QR). The coefficients on stock



prices and the value of the dollar are obtained by looking at
evidence frow daily observations on these series as in Litterman
(Fall '8 QR).

We choose loss functions which trade off deviations of
real growth from & desired rate against deviations of inflation
from its desired rate. The tradeoff is parameterized so that we
can investigate the effect of giving more or less welght to each
component .

We investigate loss functions that speeify real growhth
and inflation rates; over one, two and three year intervals.
Policy effectiveness depends in an important way on this choice of
time horizon.

In addition to looking at the effects of changes in the
time horizon, we include a cost associsted with policy actions so
that we can investigate more or less actirve policies. Penalizing
the size of policy actions repres?nts the desire of the monetary
authority to minimize its intervention in markets. It also allows
us to investigate optimal rules that are as close as desired to
the current economic structure, Finally, we include a discount
factor so that we can investigate the effect of discounting the
future.

In all cases we take the degired real growth and infla-
tion rates to be the average rates captured in the unconditional
VAR estimation., These average rates are 2.2 for real growth and
6.1 for inflation. We thus investigate the potential of the
optimal policy for reducing variance without affecting the mean

growth rates.
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In Table 1 we report the estimates of the VAR represen-
tation estimated with a Bayesian prior, the covariance/correlation
matrix of the residusls, and the unconditiconal means for each
variable, The standard errors of the coefficients and t-statistics
are not reported because they reflect both prior and sample evi-
dence 1in +this Bayesian VAR estimation and therefore are not
readily interpretable. We do report F-statistics for a test of
the significance of each set of lags on each wvariable, Though
these statistics suffer from the same problem, they give an indi-
eation of the relative importance of each variable in each equa-
tion.

The autbregressive repregentation is not readily inter-
pretable, Ugually the dynamics of such a gystem are described
through a sepies of graphs showing the responses of each variable
to & set of'orthogonal shocks, In this exercise, however, the
primary interest is on one particular respoqse, the response to a
policy action. We show this response for‘each variable in the
system in Figures 1-h. |

These responses ghow the rﬁxtern:of devigtions from a
baseline forecast that we would expect following an unexpected
move toward monetary tightening that raises nominal interest rates
by 100 basis points., Real GNP growth drops one quarter after the
action and reaches & maximum response two quarters later, The
level of Real GNP reaches & maximum response after six quarters.
The real growth during the year after the action is taken is about

one percent lower becsuse of the action. In the longer run the
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real growth response is a small rise above the baseline and a
slow, damped return to zero. Inflation also falls immediately
after the action is taken and reaches a minimum after six quar-
terg, At that time the inflation rate 1s lowered by .75 of a
percent bhecause of the action. Money growth, vwhich is lowered by
1.3 percent in the quarter in which the policy sction is taken,
returns within a year to its baseline rate.

Interest rates return to their baseline rates within a
year after the policy aetion, then fall below baseline and grad-
ually return to it. Stock prices (which respond negatively) and
the dollar both show s hump sha.ped response, Ilncreasing in size
for a few quarters and then gradually returning to their baseline
values, |

The real growth and inflationl rates averaged over iwo
years in Figure 'k show the lags and smoothing induced by the

moving average filter on the quarterly rates shown in Figure 1.

The Effectiveness of Optimal Policy

We now begin an Investigation of the potential gains
through the use of the optimal policy rule. The first step is to
calculate the feedback rule for what we will refer to as the
"standard” loss function. This is a specific set of parameters
for the loss function, from which we will consider various devia~
tions, The standard loss function gives weight of 4 to the
gquared deviations of real growth and .6 to squared deviations of
inflation from target, It uses as targets the unconditional mean

values for each. In the standard loss function +he discount
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factor is .95, and the square of policy actions are penalized with
8 weight of 1 ({i.e., g=1). Real growth and inflation rates are
averaged over two year intervals. The optimal policy feedback
vector is shown in Teble 2.

The next step in evaluating +the optimal policy is to
compute the steady state wvariances of real growth and inflation
under the historical aend optimal policy rules. Before we can do
this, however, we have to make one further assumptlon concerning
the variance matrix of‘ the economic shocks., We have to decide how
much of the historiesl variation in the innovations to variables
affected by policy is due to the random component of policy, and
how much is due to economic shocks. For a given variance of the
randonm component to policy, ¥V, the variance Imatrix of economic

shocks is given by

(1) ):u = Ew - VL'

Note that the inclusion of a random component to policy
in this model 1s not meant to criticize the historical performance
of the Federal Reserve. It Icoulél be simply a reflection of a
rational, systematic PFed reaction to information not ineluded in
the current model. Note also that we are not completely free to
choose V, since for large enough wvalues Zu will not be positive
definite. Intultively, we cannot attribute more of the variance
of money, interest rates, stock prices, or the dollar (or of their
covariances) to random policy actions than the total wvariance

observed in the historical data. In fact, given our assumption
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about L we find that the variance must be less than .28, We will
start by assuming that the varisnce is ,1, and later we will
investigate the Implications of meaking other assumptions. 'The
agssumption of .1 implies that in the historical period the random
component to monetary policy raised the standard error of s one-
quarter sashead forecast of interest rates from 69 to T6 basis
pointas, In Table 3 we give the covariance/correlation matrix of
the economic shocks under this assumption.

Given these estimates of the economic shocks we can
begin by asking how much of the steady state variance of real
growth and inflation can be eliminated by following the optimal
control strategy. This steady state variance calculation is

epasily obtained by generating the moving average representations:
(8) Y, = ] MU

and then taking the limit for large N of the sum:

. o ‘
(9) SEOMS LM

We focus attention on the elements of this matrix that
give the wvariance of components of the state vector, Y, that
correspond to average real growth and inflation over one, two, and
three year horizons.

We find that for the historical period the steady state
standard error using the original covariance matrix of residuals

is 2.11 for real growth and 2.06 for inflation. We also calculate

that the steady state variance using the covarlance matrix of
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econcmic shocks would be 2,0k for real growth and 1,88 for infla-—
tion. The latter varlances may be a bebiter benchmark for compari-
son with the optimal policy since the difference betweenf them
reflects the gaing available through the active use of policy for
control. purposes, The galns relative to the historical period
reflect, in addition, the galns due +to the elimination of the
agsumed random components to policy.

Under our standard optimal policy, as defined above, we
find the steady stabe standard error is 1.82 for real growth and
1.27 for inflation. Thus, the optimal policy achieves an 11
percent reduction of the standard error of real growth as well as
a decrease of 33 percent in the standard error of inflation. We
use the standard error, d,, of the policy action, Sy, 88 & measure
of the degree of activiem of the feedback rule, For this policy
the policy standard error is .37, which glven the units assump-
tion means Vthat policy will on average ilmpact interest rates by
3T basis points each quarter relative to where they would be pre-
dicted to be under historical policy. By varying the weights
attached in the loss funétidn to real growth versus inflation we
can trace out a possibility frontier facing the monetary sauthor-
ity. We show three such frontiers in Table k.

Ve see that there are policies for which the standard
errors of both resl growbth and inflation can be reduced. Notice,
however, that even under the optimistic assumptions made here the
optimal policies achieve only relatively small reductions in the

eyclical variance of output. This result appears to be relatively
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robust to the horizon over which the real growth target is de-
fined. For inflation, on the other hand, the horizon of interest
makes a bhlg difference on the effectiveneas of policy. In partic-
ular, if inflation over a one-year horizon is the target, then
very little of its variance can be reduced by an optimal policy.
If the horizon 1s two or three years, however, then the standard
error can be reduced by 30 percent or more, three to four times as
much as with the one-year horizon.

We next investigate the dimpact on this possibility
frontier of changes in the welght associated with the size of
policy actions in the loss funetion. This investigation allows us
to look at more versus less active policies. 1In Table 5 we com-
pare the tradeoff frontier asacciated with the standard policy
with & less active policy.

The less‘&ctive policy puts & welght of 10. on squared
policy actions, ‘Now the possibility frontier moves in the direc-
tion of more wariance for real grdwth and infiation, but with the
benefit that interest rates are only required to move no more than
15 basis points on average from where they would he expected to be
under the historical policy.

In order fo illustrate the effect of following the
optimal policy rule, in figures 5a and 5h the responses of the
target variables in the system to a shock to inflation are com-
pared under current policy to that under the more and less activ-

ist optimal policies.
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We next investigate the effect of changes in the dis-~
count rate ineluded in the loszsg function. For very large rates of
discounting the main effect is the degree of policy sctivism is
reduced as the loss associated with current actions outways the
highly discounted benefits in the future. These results (with
weights in the loss function on real growth, inflation and policy
actions et at .4, .6, and 1., respectively) are shown in Table 6.

We next consider the effect of changes in our assumption
about the degree of policy randomness in historical data. As
noted above, we have agsumed that the random component of histor-
ical policy had a variance of .l. It turns ocut the resulis are
rather insensitive to this assumption., In Table T we show these
results, which again are based on a loss function with weights on
resl growth, inflation and policy actions of b, .6, and 1.,

regspectively.
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Concluding Bemarks

The empirical results presented here are intended to be
suggestive of the potential returns and limitations of an optimal
monetary policy., They illustrate an approach which requires a
minimal number of a priorli assumptions, but an approach which,
nonetheless, has heen strongly criticized. Given this context,
let us return to the two criticisms of the approach mentioned
abovea,

First, consider the criticism that the VAR is not an
identified structural model and therefore cannot form the hasis
for policy analysis. Here the identifying assumptions are clearly
sufficient for the exercise at hand. The.key assumption is the
ldentification of L, the contemporaneous impact of a policy action
on the variables in the system., BSome readers may want to question
the particular assumption made here, and the uncertainty about
this assumption i1z clearly a limlitation on this analysis. Such
questioning is not a criticism of this approach, however. Some
assumption about I, i8 required in any structural analysis. Unfor-
tunately, in typical uses of structﬁral modeis for policy analysis
the assumption about L is lost in an unnecessary and potentially
misleading discussion of the economic structure in A, B, and F. I
think it dis a positive aspect of the approach that it focuses
attention on this particular assumption, because it alone is the
eritical one.

The Tacas critique is less easy to dismiss. As argued

above, the response to it is that we make an invariance assumption
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that may be useful in some contexts,. Here +the nature of the
invariance assumption is that real growth and inflation will
respond to policy induced changes in interest rates, money growth,
the value of the dollar and stock prices in the way that they have
responded to random varistione in these wvariables observed in the
historical datsa. in my opinlon, whether that is a reasonable
assumption depends on the size and nature of the policy actlons
being considered.

To illustrate the context dependence of this criticism,
I mention another tradeoff suggested by the model which I do not
believe would remain invariant in response to abttempts to exploit
it. Given the linear nature of the system and our assumption
about the effect of policy sctions, one could ehterta.in policies
designed to change the. mean real growth and inflation rates by
changing the mean policy a;:tion. According to the model, on
average, by taking policy actions that raise interest rates and
lower money growth, the monetary authority could lower both the
inflation and real growth rates, The Itradeoff is estimated by the
model to be that real growth rates would fall by 47 of a percent
for each 1. percent reduction in inflation. In my view, such a
tradeoff, involving a change in the mean real growith rate based on
a change in monetary policy would seem to be a good candidate for
the lack of invariance suggested by the Iacas criltigue, especially
if large changes were contemplated.

In this exercise, we ask about changing the variance of

cyclical fluctuations as a function of the timing of policy ac-
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tions, By changing the weight in the loss function associated
with policy actions we can design policies thal are as close az
desired to current policy. We can, in effect, discuss policies
that are so eclose to current policy that the invariance agsumption

can he taken as a foregone conclusion,



Table 1
EQUATION 1
DEPENDENT VARTABLE Real gnp Growth (RGHP)
FROM b9~ 2 UNTIL 85- h
OBSERVATIONS 1hT DEGREES OF FREEDOM  1k6
R¥#2 «3hhhs566 RBAR*¥2 «3bh4L45566
88R 1864 .8297 SEE 3.5739063
DURBIN-WATSON 2,36021305
Q( 36)= 31.1361 SIGNIFICANCE LEVEL .699058
NO. LABEL, 1LAG  COEFFICIENT NO.  LABEIL
* % * % HHNR NN E1. 23 ************ 3 % % % 3% % % %
1 RGNP 1 .3363383 13 TBILLS
2 RGNP 2 .2320282E-01 1k TBILLS
3 RGNP 3 -.3129764E-01 15 TBILLS
4 RGNP b ~.4316116E-01 16 TBILLS
5 IPD 1 ~.3034695E-01 17 STOCKS
6 IPD 2 ~.6089598E-02 18 STOCKS
7 IPD 3 ~.3555909E~01 19 BTOCKS
8 IPD b ~.1088508E-01 20 BTOCKS
9 M1 1 .1333126 21 DbLLAé
10 M 2 h87909LE-01 22 DOLLAR
11 M1 3 ~.55219T0E-02 23 DOLLAR
12 ML h .21103h5E702 2h .  DOLLAR
25 CORSTANT
F-TESTS, DEPENDENT VARIABLE RGNP
VARIABLE P-STATISTIC SIGNIF. LEVEL
RGNP 5493310 .1881132E-03
IPD +15517 0604057
M1 .84338 1998176
TBILLS 2.39287 +5327784E-01
STOCKS 1.69115 .1551302
DOLLAR +35739 8385600

- 20 -

LAG

o B T L N . A ¥ T 6 T T R o OE B A B

COEFFICIENT
36 3% 3 % 2% % 2 WKW
~ 4922771
-,1080897
.2802809E-~01
+35340388-01
T+211450
-2.730200
-2.204311
-.9385809
1.71919k
~24936493
-~ 7104212
-1.986572
17.27796
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{Table 1 continued)

EQUATION 2

DEPENDENT VARIABLE Implicit Price Deflator (IPD)
FROM 49~ 2 UNTIL 85~ L
OBSERVATIONS 17 DEGREES OF FREEDOM 1h6
R¥**2 6UTO9607 RBAR¥®#%2 64709607
85R 461.2907h SEE 1.7775055
DURBIN-WATSON 2.33769618
Q( 36)= 3k.2871 SIGNIFICANCE LEVEL .550202
NO. LABEL LAG  COEFFICIENT  NO. LAREL LAG ~ COEFFICIENT
*¥% HEEEEER %% % 33 3 3 3 36 2 W %% X * %% 96363 % % % 3* * 3% % e 3k 36 26 36 36 2 23 3 K%
1 RGNP 1 +3920091E-01 13 TBILLS 1 +1299975
2 RGKP 2 J3116931E-02 1k TBILLS 2 =.32h0601E-01
3 RGNP 3 -.h235584E-02 15 TBILLS 3 546 TB20E-02
4 RGNP L .2320439E-02 16 TRILLS b -~ 2207229801
5 1PD 1 .h607348 - 17 STOCKS 1 -.8758160
6 1PD 2 .Th08939E-01 18 STOCKS 2 .26896292
T IPD 3 +2309942E-01 19 STOCKS 3 6445502
8 IPD Lk -.5353382E-01 20 SPOCKS b «30hT730h
9 ML . 1" .8118252E-01 21 DOLLAR 1 -4.159099
10 M1 2. ~.3769615E-02 22 DOLLAR 2 -1.1551k9
11 M1 P13 ,1528281E-02 23 DOLLAR 3 -1.027046
12 W b .WN8371E-02, 2k DOLLAR N -.k922653
" 5 CONSTANT 0  31.91498
F-TESTS, DEPENDENT VARTABLE 1PD
VARTABLE F-BTATISTIC SIGNIF. LEVEL
RGNP 47591 7533641
1PD 15.32177 J1TEE920E-09
Mi .930843 hh35563
TBILLS +36010 8366699
STOCKS 3723k 8280710
DOLLAR 3.57469 819581 TE-02
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(Pable 1 continued)

EQUATTON 3

DEPENDENT VARIABLE Money Supply (ML)

FROM hg. 2 UNTIL 85~ k4
OBSERVATIONS b7 DEGREES OF FREEDOM  1k6
R¥%2 19248379 RBAR¥*2 19248379
S8R 868.731k1 SEE 2.14393063
DURBIN-WATSON 2,22358652
Q( 36)= 41,6196 SIGNIFICANCE LEVEL .239366
§O. LABEL  LAG  COEFFICIENT NO. LABEL,  LAG
* %% EEREEREE L2 1] EERERXERRRLR E 123 36 3 3 % % * %%
1 RGNP 1 .5190508E-02 13 TBILLS 1
2 RGKP 2 -~1683546E-02 1k TBILLS 2
3 RGHP 3 -.7685761B-02 15  TBILLS 3
b RGNP b -.96002588-03 = 16 TBILLS b
5 1PD 1 -.1963900E-01 17 BTOCKS 1
6 IPD 2 ,3993841E-01 18 STOCKS 2
T IPD 3 -~.3192034E-02 19  9T0CKS 3
8 IPD b .528Q4TRE-02 20 STOCKS b
9 M1 1 Lho2g69l |21 DOLLAR 1
10 M1 2 Jh371091B-01 .22 DOLLAR 2
11 M1 3 {36197h5E-01 C23 DOLLAR 3
12 M1 b -.157196TE-01 2k DOLLAR L
| ” ‘25 CONSTANT O
F-TESTS, DEPENDENT VARIABLE ML
VARIABLE F-STATISTIC SIGNIF, LEVEL
RGHP 05376 995535
1PD «15196 .9618658
M1 9.54389 +69Th184E-06
TBILLS k41030 »2145377E-02
STOCKS 1.39272 2393410
DOLLAR 29201 8827952

COEFFICTENT
L2122 23111
~ 6056950
L4401
.1267585

+5932146E-01
2.986856
-1,127652
~ 6696003
.13791h1
~ 4588966
5576186
-1.400561
~1.131284
8 .28k627
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EQUATION L
DEPENDENT VARTABLE Treasury Bill Rate (TBILLS)
FROM ho- 2 UNTIL 85~ L
OBSERVATIONS 1h7 DEGREES OF FREEDOM  1L6
R¥%#2 «95731756 RBAR**2 «95731756
SSR 66.889701 SER 67686678
DURBIN-WATSON 1.84789562
Q( 36)= 65.0616 SIGNIFICANCE LEVEL .212229E-02
NO. LABEL LAG  COEFFICIENT HQ, LABEL
E%® %% %X XXX * %% 6 % % XN KX %% % A NEXXE
1 RGNP 1 .1021h21E-01 13 TBILLS
2 RGNP 2 «2638067E~02 14 TBILLS
3 RGNP 3 .8152543E-0k 15 TBILLS
b RGNP L .2208652E-02 16 TBILLS
5 1PD 1 ~.9271070E-02 17 STquS
6 1PD 2 .1558330E-01 18 BTOCKS
T IPD 3 -.3722847E-02 19 8TOCKS
8 IPD 4 -,5819143E-02 = 20 STOCKS
9 M 1 JA737325E-01 21 DOLLAR
10 M 2 -.5876346E-03 22 DOLLAR
11 oM 3 .5037371E-02 53 DOLLAR
12 M1 b -.1806986E-02 2k DOLLAR
- 25 CONSTANT
F-TESTS, DEPENDENT VARTABLE TBILLS
VARIABLE F-STATISTIC SIGNIF. LEVEL
RGNP +31486 8676916
1PD 42880 .T8T76543
M1 2.20028 »T179414hE-01
TBILLS 152,.45330 .0000000
STOCKS 2457856 +3986107TE-01
DOLLAR 5.14467 .66119398--03

LAG
2]

1
2
3
b
1
2
3
b
1
2
3
b
0

COEFFICIERT
RSN EFERERER
.9084809

~.1054179

«TU5THYTE-OL

~ 206 T66LE-01

9924165
+3002318E-01

- 2600745
-.2839007
-3.197h03

3328123

3220292
-.2714451
11.7h919
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(able 1 continued)

BQUATION 5
DEPENDENT VARIABLE S&P 500 Stock Price Index (STOCKS)
FROM 49~ 2 UNTIL  85- b
OBSERVATIONS 147 DEGREES OF FREEDOM  1b6
R*¥2 99346015 RBAR¥*2 99346015
SSR .35544486 SEE 49341198E-01
DURBIN-WATSON 1.69699070
Q( 36)= 58,584} SIGNIFICANCE LEYEL .100T9TE-01
KO. LABEL LAG  COEFFICIENT NO. LABEL LAG  COEFFICIENT
*%* 3 % %X %% Fo0F N 3 2 2 3 0 3 26 0 * %% 3638 346 3% % #*% % F 30 % e 2 6 R
1 RGNP 1 -.4812k0TE-03 13 TBILLS 1 -.66T1451E-02
2 RGNP 2 -.3354812E-03 14 TBILLS 2 .3652284E-02
3 RGNP 3 ~.2131227E-03 15 TBILLS 3 .1895069E-02
4 RGNP b ~.2067172E-03 16 TBILLS h .118534TE-02
5 TFD 1 =.3277939E-D3 17 BTOCKS 1 1.19h1k2
6 IPD 2 -.5080301E-0k . 18 STOCKS 2 ~,1T753Tk
T IPD 3 ~.36834978-03 19 STOCKS 3 ~.3389712E-01
8 IPD 4 L1661646E-0k 20 SPOCKS i .3621308E-02
o wm 1 .1h97hkOR-03 21 DOLLAR 1 .ho866728-01
10 ML 2  .26288L9FE-0k 22 DOLLAR 2 -.283LLkg5E-01
11 ML 3 .5681882E-0k 23 DOLLAR 3 -,1612829E-01
12 M1 b ~.6849121E-0h 2h DOLLAR h 7096639802
T s CONSTANT 0  .5165858E-01

F-TESTS, DEPENDENT VARIABLE STOCKS

VARTABLE F-STATISTIC SIGNIF. LEVEL
RGNP JL2Lg2 7906823
IPD 07520 98961485
ML .01320 9996528
TBILLS 1.36178 250084k
8TOCKS 1620.59769 .0000000

DOLL:AR 06595 9919396
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BQUATION 6
DEPENDENT VARIABLE Value of the Trade Weighted U.S. Dollar
FROM L9~ 2 UNTIL  85- k&
OBSERVATIONS 1k DEGREES OF FREEDOM 146
R¥#2 96117850 RBAR#**2 96117850
S8R 67966313E-01 SEE 21575975601
DURBIN-WATSON 1.70425695
Q( 36)=  kh,5299 SIGNIFICANCE LEVEL .155642
NO. LABEL LAG  COEFFICIENT KO, LABFL,
3* 3 % 5 W % * % 3% % W9 W 3 3% % . * %% #* 9 3 3% & %
1 RGNP 1 B754136E-03 13 TBILLS
2 RGHP 2 ~.4h99657E~0k 1% TBILLS
3 RGNP 3 -.1001253E-03 15 TBILLS
h RONP b~ b76h12kE-0S 16 TBILLS
5 TPD 1 -.1395409E-02 17 STOCKS
6 IPD 2 -.1284121E-0k 18 BTOCKS
7 IPD 3 =.B7987h6E-0k 19 STOCKS
8 1PD L' ~.3697088E~0h 20 STOCKS
9 M1 1! -.7h30616E-03 21 DOLLAR
10 ML 2 -.2580760E-03 22 DOLLAR
11 M1 3 -.2195908E-0k 23 DOLLAR
12 ML b ~.11996TTE-03 . 2k ' DOLLAR
N 25 CONSTANT
F-TESTS, DEPENDENT VARIABLE DOLLAR
VARIABLE F-STATISTIC SIGNIF. LEVEL
RGNP 1.52370 .198281kh
IPD 1.14949 »3357393
ML .83568 5015811
TBILLS 3.56665 .8302011E-02
STOCKS 1.86922 .11891k4
DOLLAR 597.73106 0000000

(DOLLAR)

COEFFICIENT
3636 008 9636 00 9 3 20 %
3476650802
43361868-03
435057150k
JH58TLU52E-03
«2024814E~01
-.1609983E-01
~.1031753E-01
-.6423230E-02
1.130537
-.1402k05
~41654932E-01
~.1640T739E~02
«1725652
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(Table 1 continued)

COVARIARCE/CORRELATION MATRIX

(Correlations are given above the diagonal)

VARTABLE  RGKP IPD ML TBILLS  STOCKS
RGNP 12.6860 .00k2  .2h608 13760  .19000
TPD L0267  3.1380 .07211 -.06270  .01L69
M1 2.1307 «3105 5.90970  .01173  .36637
TBILLS 3306  -.07TL9  L01923  .L5503 -.15800
STOCKS .0332 L0013 04379 -.0082hF  .002hk2
DOLLAR 0066  -.0002 -,00256  .00331 -.00011
i
Steady State Mean‘Values
Real GNP growth (&nnual rate) 2.17 percent
GNP deflator growth {annual rafe) 6,13 percent
Ml growth (annual rate) .55 percent
Treasury Bill Rate (level) 9.59 percent
S8&P Stock Price Index {index level) 197 .69

Value of the U.S, Dollar {index level) 112.82

DOLLAR

L0861L
~.00579
~.04899

.22863
-,1086h

»00046
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Table 2

Optimal Feedback Rule for Standard Loss PFunction

LABFL  LAG
EAEERER

RGRP
RGNP
RGNP
RGNP
RGNP
RGNP
IPD
IPD
IPD
IPD
IPD
iPDd
ML
M1
ML
M1

x%¥

Lo P R o R A TR 2 B i 0 o S e e R B T L

COEFFICIENT
ERFPEREEE LS
- 38675928-01
~2456631E-01
-+1917166E-01
- 14576358-01
~9hT6955E-02
- 3167541E-02
- 7409333E-01
~+189T6T3E~-01
- .6652640B-02
- .1546308E-02
-+2306343E-02
- 1812231 8-03
-+ 346578 TE-01
~.663T2T70E-02
-+ 173278TE-02
-.7818282E-03

KO+
X%
17
18
19
20
21
22
23
ol
25
26
27
26

LABEL
EREEREE

TBILLS
TBILLS
TBILLS
TBILLS
STOCKS

STOCKS
STOCKS
BTOCKS
DOLLAR
DOLLAR
DOLLAR
DOLLAR
CONSTAN'T

LAG
E%%

S F W N HE W N E WD

COEFFICIENT
36 20 20 3% % % 6 W
1109076
~+18124828-01
-.2205534E~02
-+ 1401766 E-02
~1.1597h9
1674297
-+3188543E-01
~«54T0154E-01,
6.570948
~ 43627365
246545
+1282505
-25,054h7



Table 3

Covariance/Correlation Matrix of Economic Shocks

(Correlstions are given above the diagonal)
VARTABLE RGKP 1rb M1 TBILLS STOCKS DOLLAR

RGNP 12.6860  .00h2  ,2L985  ,15578  .19251  .09599
IPD 0267 3.1380  .07322 -.07099  .01488 -,006k6
M1 2.1307 3105 5.73285 .10671  .34827 .03093
TBILLS L3306 -.0Th9  .15223  .35503 -.094T8  .02750
STOCKS .0332 L0013  ,0hOLT =-.002Th  .00236 -.04258
DOLLAR L0066 -.0002 ,001L3  .00031 -.00004  .00037
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Table k4

Possibility Frontiers Facing the Monetary Authority
Steady State Standard Errors

(Percent reduction from current policy)
Current Policy - 1 year growth horizon

Standard Error
Real GNP growth 2,81
GNP Deflator growth 2.12

Posglbility Frontler ~ 1 year growth horizon

4

Weight on Weighﬁ on

Real GNP GNP Deflator  Real GRP GNP DPeflator
1.0 .0 2.4 (17.9) 3.79 (*** )
.8 2 2,47 (16.5) 1.84 {5
.6 R 2.52 (1h 0) 1.68 {8 0)
b .6 2.58 (11,1 1.61  ( 9,3)
.2 .8 2,66 { T.2) 1.57 (10.1)
0 1.0 2,78 ( 1.2) 1.55  (10.5)

730
STT
Lok
419
363
361
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(Table k& continued)

Current Policy - 2 year growth horizon

8tandard Error

Real GNP growth 2.0k

GNP Deflstor growth 1.88

Pogsibility Frontier - 2 year growth horizon

Weight on Welght on

Real GNP GNP Deflator Real GNP , GNP Deflator oy
1.0 .0 1.62  (20.8) hoo8  (#%nx) 672
.8 .2 1.66 (18.7) 1.66  {11.6) b2
6 X 17k (15.0) 1.39 (26.1) 409
A .6 1.82  {11.0) .27 (32.7) 373
.2 .8 1,91 6.5) 1.19  (36.5) +365

.0 1.0 2,03 ( .5) 1.16  (38.6) .399
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(Table b continued)
Current Policy - 3 year growth horizon
Standard Error
Real GNP growth 1.68
GNP Deflator growth 1.74

Possibility Frontier — 3 year growth horizon

Weight on Weight on

Real GNP GNP Deflator Real GNP , GNP Deflator o,
1.0 .0 1,34 (20.3) hoho o (wEwx) 570
.8 .2 1.38  (18.0) 152 (12.5)  .3h9
.6 J 1.05  (13.7) 1.8 (31.9)  .321
B! .6 1.52  ( 9.5) 1.03  (40.5)  .323
.2 .8 1.60  ( 5.1) 295  (B5.3)  .3h9
.0 1.0 1.68  ( .2) 9L (L7.8) +39h
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Table §
Possibility Frontiers
Comparison of a more, versus s less, active policy

Steady State Standard Errors

Optimal Policies

More active policy: g = 1.
Less active policy: g = 10.
Current policy: g -> o0
Weight on Weight on Real GNP GNP Deflator Oy
Real GNP GNP Deflator more  less more less more  less
1.0 .0 1.62 1.86 h.28 2.10 672 157
.8 .2 1.66  1.88 1.66 1.65 JT2 L126
.6 L 174 1.91 1.39  1.51  Jo9 122
R .6 1.82  1.94 1.27T 1.h3 373 .125
.2 .8 1.91  1.97 1,19 1.39  .365 134
0 1.0 2.03  2.00 1.16 1436 «399 148

Current Policy 2.0k 1.88 ,000
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Table 6
Effects of changes in the Rate of Discounting
Steady SBtate Standard Errors

(percent reduction from current poliey)

Optimal Policies

Rate of
Discounting Real growth Inflation
1.00 1.81 ( 11.3) 1.26 ( 33.1)
.99 1.82 ( 11.1) 1.26 ( 32.9)
.95 1.82 ( 11.0) 1.27 ( 32.7)
.9 1.82  ( 11.0) .21 { 32.6)
8 1.82 { 11.0) 1.27 ( 32.6)

390
.378
«373
+368
<367



Historical
L
.000
025
+050
+100
+200
+270

Effects of Changes in the Policy Randomness Assumption

Real growth
Current Optimal
2.1l 1.83
2.09 1.83
2.08 1.82
2.0k 1.82
1.97 1.81
1.92 1.80

-34 -

Table T

(percent reduction)

( 13.3)
( 12.8)
( 12.2)
( 11.0)
( 8.5)
( 6.6)

Inflation
Current Optimal
2,06 1.28
2,02 1.27
1.97 1.27
1.88 L.27
1.69  1.26
1.53 1.25

38.0)
36.8)
35.5)
32,7}
25.5)
18.6)

e e T

Optimal
Policy

108
399
.390
373
.33k
+304
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Footnotes

_1_/ For statements to this effect, see Sargent, Iucas and
Sargent, Cooley and Leroy, Leamer, and McHees,

nghe exact measures used are as follows: Real growth,
inflation, money growth are defined as firast differences of the
logs of real GNP, the GNP deflstor, and Mi. fThe data is trans-
formed to annual growth rates in this way in order to induce
stationarity. We also use the log of the trade welghted Federal
Reserve Board index of the wvalue of the U.8. dollar, and the
Standard and Poors index of 500 j.ndustrial stocks, The nominal
interest rate is the yieid an 3-month Treasury bills.

§fWe solve the optimai control problem assuming that the
VAR representation is known. Allowing for the uncertainty of the
estimated structure is a much more difficult problem not only
because the uncertainty of the structure enters the system multi-
plicatively, but also because there is a: tradeoff bhetween the
indirect benefit of shocking thedsy;temlin order to learn more
about its structure and the direct co;t of following such a strat-
egy. GSome suggested approachéa ts‘;he golution o©f this problem
are given in Chow and Kendrick.

E!The Bayesian prior pulls the coefficient estimates
toward a random walk representation for each variable (first own
lag equal to one, and other coefficients equal to zero). The
details are given in Doan and Litterman (RATS manual). Following
their notation, the prior has an own weight parameter of .2 and a
weight on other variables of .5. The lag pattern iz a harmonic

decay with parameter 1. These “hyperparameters" of the model were
chogen on the basis of an informel search designed to optimize

out-of-sample forecast performance,
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RESPONSES TO MONETARY POLICY ACTION
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RESPONSES TO MONETARY POLICY ACTION
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Fiaure 4

TO MONETARY POLICY ACTION
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Figur-o Sa

RESPONSES OF IPDAVE TO IPD SHOCK

r~rt-+r* v+t ~+v1r1r-rr~rr~r+rr et ey

1 3 5§ 7 9 11 13 15 17 19 21 23 25 27 2% 31 33 35 37 39

Current Polity —
Lass Activisht RESpONse —--
Mure Aotivist Response e




Fiaine Sty

RESPONSES OF RGNPAVE TO IPD SHOCK
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Filgure SC

RESPONSES OF IPD TO IPD SHOCK
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Figure B4

RESPONSES OF BRGNP TO IPD SHOCK
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RESPONSES OF DOLLAR TO0 IPD SHOCK
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RESPONSES OF STOCKS TO IPD SHOCK
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Figure Sg

RESPONSES OF TBILLS TO IPD SHOCK

5\

’
’
R D D D e D L B
g 11 13 15 17 18 21 23 25 27 29 31 33 35 37 39

Current Policy —
l.oess Activist Responss ..

”~ 0=




20.

-20 .
x10 "2
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RESPONSES OF MONEY TO IPD SHOCK
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Payoff Function
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