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Abstract

In this paper, we review the relationship between inflation rates, nominal interest
rates, and rates of growth of monetary aggregates for a large group of OECD coun-
tries. We conclude that the low-frequency behavior of these series maintains a close
relationship, as predicted by standard quantity theory models. In an estimated model,
we show those relationships to be relatively invariant to alternative frictions that can
deliver very different high-frequency dynamics. We argue that these relationships are
useful for policy design aimed at controlling inflation.
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1 Introduction

The collapse of the Bretton Woods system in 1971 marked the beginning of an era of
discretionary monetary policy characterized by a growing number of central banks that
abandoned rigid rules pegging their currency to a precious metal or to a strong currency.
This development came at a cost: the first years were characterized by rising and more
volatile inflation.

In developed economies, good central banking progressively and successfully ended this
high inflation period by the last decade of the 20th century. Figure 1 summarizes the
rising inflation and its subsequent conquest. It depicts the average inflation rate for a set
of OECD countries from 1960 to 2005, together with a one-standard deviation band.!

The figure shows the increase in inflation rates that started during the last years of the
Bretton Woods system and got worse after its collapse. It also shows how inflation rates
returned to low levels at the same time that the standard deviation went down to one of
its smallest values in the period.

Figure 1: Average inflation for 13 OECD countries (1960-2005)
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"'We use the USA, Australia, Canada, Germany, Denmark, Italy, Japan, Netherlands, New Zealand,
Portugal, South Korea, Spain, and the UK to compute means and standard deviations.



We argue that to understand the rise in inflation, its eventual conquest, and the essential
role of central banks in the battle, it is sufficient to appeal to a simple and old theoretical
tradition in monetary economics: the quantity theory of money. In its more traditional
version, the theory has been presented and discussed by Hume (1741), Mill (1848), and
Fisher (1911), among others. It has been further developed by Friedman (1959) and
integrated into the modern dynamic general equilibrium theory by Sidrauski (1967) and
Lucas (1982), among many others.

The empirical review we perform in this paper is organized around a simple model that
belongs to that tradition. The model abstracts from a plethora of details that are relevant
for monetary policy in general. In particular, the abstraction includes perfectly functioning
markets populated by infinitely lived rational agents that possess perfect information
regarding the economy in which they operate.

Day-to-day good central banking is a complicated task: it amounts to monitoring and
assessing massive amounts of data, simulating alternative scenarios, studying the robustness
of policies in each scenario, and deciding the right judgment in each policy decision. These
decisions affect the actions of many different members of society, none of whom know
exactly how the economy functions. Price setting in actual economies involves making
forecasts of future events — including the actions taken by central banks themselves —
and those price setting decisions affect the way markets function. It is very tempting, given
the complicated nature of economic relationships, to disregard the lesson of very simple,
almost naive theoretical constructions.

The purpose of this paper is to make a case for not falling into that temptation.
The immediate effect of a monetary policy change may very much depend on details of
the environment, and relatively minor changes can sometimes substantially affect the
conclusions. But to understand medium-term inflation, we argue that the simple, utterly
unrealistic abstraction suffices.

The notion that sustained periods of very high inflation are associated with prolonged



periods of both high money growth and high nominal interest rates (or financial repression)
is not disputed. These notions are evident in the data analyzed in the by now classic paper
of Sargent (1982) on the end of four big inflations following the First World War.? The
purpose of our paper is to argue that the same forces are behind the data in Figure 1.

We follow a tradition of separating the data into a short-run (or high-frequency)
component and a long-run (or low-frequency) component, which was pioneered by Lucas
(1980) — which explains the title of this paper — and used by Benati (2009) and Sargent
and Surico (2011), among others. The separation involves the use of a statistical filter. The
filter we use differs from the previous studies and the theoretical implications are somewhat
different, as we will make precise in Section 2, where we present the model. In Section 3, we
discuss and rationalize the decisions we made regarding the filtering technique and present
the evidence for a relatively large set of countries. It is in this section that we forcefully
argue that the simple model does an extremely good job of explaining the medium-term
behavior of the data.

As is well known, the simple model we use notably fails at explaining the short-run
behavior of the data. It is because of this failure that the monetary literature has developed
models accounting for more realistic features, like frictions in the setting of prices. In Section
4, we therefore estimate one such model, but we allow for changes in the medium-term
inflation target. Our estimates show that those slow-moving changes in policy are the
drivers of the low frequency of the data we focus on. We also simulate the model for
different degrees of price frictions and filter the simulated data as we did for the true data.
We use this exercise to argue that the behavior of medium-run inflation is almost invariant
to the degree of price frictions and essentially the same as in the simple model of Section 2.
Thus, the degree of frictions seem to have little role, if any, in explaining the low-frequency
movements evident in Figure 1. We conclude with a discussion of the policy implications

of the evidence discussed in the paper.

2See also the evidence on Latin American hyperinflation in the '80s and ’90s collected in Kehoe and
Nicolini (forthcoming), for example.



2 The Model

We study a labor-only representative agent economy with uncertainty, in which making

transactions is costly.® The preferences of the representative agent are

Ey» BU(w), (1)

where x; is consumption at date t and U is differentiable, increasing, and concave. The

goods production technology is given by

Y = Ty = 2ely,

where [; is time devoted to the production of the final consumption good and z; is an
exogenous stochastic process. Each period, the representative agent is endowed with a unit
of time with [; used to produce goods and 1 — [; used to carry out transactions.

We assume that households choose the number n of “trips to the bank,” in the manner
of the classic Baumol-Tobin model. Thus, purchases over a period are then subject to a
cash-in-advance constraint

Ptl’t S Mmt, (2)

where M, is money and n; is the velocity of money.
We assume that the cost of going to the bank is linear in the number of trips, as in the
Baumol-Tobin case, according to

ent]/h

where 6 is a positive parameter and 14, is an exogenous stochastic process. The variable
vy, introduces unobserved randomness into the model and is meant to capture changes in
the technology to adjust portfolios available to households. We assume that the logs of

ve11 and 14 are jointly stationary, so their difference is also stationary.

3The model is a special case of the one developed in detail in Benati et al. (2020).



Total time available for production is therefore

lt =1- Hntut,

so consumption must satisfy

xy = 2z (1 — Onyry). (3)

The real wage is equal to z;, and the nominal wage is 2z, P;.

At the beginning of each period, an agent begins with nominal wealth ¥,, which can
be allocated to money M; or to interest bearing bonds B;. The agent’s allocation of these
assets is then restricted by

M, + B, < ,. (4)

The agent’s wealth at the beginning of next period is given by

Vi1 < M+ By (1 + it) + [1 - entVt] Zt — Tp + Tiq1,

where 73,1 is the monetary transfer the government makes to the representative agent.
Given the initial wealth W,, this agent chooses his consumption x;; the number of bank
trips n;; the assets that he chooses to hold M; and By; and, implicitly, the wealth W,
that he carries into the next period subject to (2), (3), and (4).
In Appendix A, we show that as long as the cash-in-advance constraint (2) is binding,
the optimal solution for n can be well approximated by
i

This is the celebrated squared root formula derived by Baumol (1952) and Tobin (1956).

We can once again use the cash-in-advance constraint (2) to replace the variable n in the



last equation and obtain
Ov

i

, (6)

T
which delivers a relationship between real money balances as a proportion of output and
the nominal interest rate in bonds.

Assuming that the cash-in-advance constraint is binding is quite reasonable for the
countries in the period considered in Figure 1, with the possible exception of Japan, which
since 1995 has had near-zero interest rates.*

We also show in Appendix A that in equilibrium, it must be the case that

2l () = )

) is a measure of the real interest rate.” This last expression is the well known

where (s’

Fisher equation relating the nominal interest rate with the real interest rate and the
inflation rate.

Summarizing, the theory delivers two equilibrium relationships, (6) and (7), that involve
three endogenous variables: the rate of inflation, the rate of money growth relative to
output, and the nominal interest rate. These two conditions do not fully characterize the
equilibrium of the model. Conspicuous by its absence is a description of how monetary
policy is executed. This was a conscious choice, since according to the theory, the two
implications ought to hold independently of how policy is executed.

It is very standard, particularly in the New Keynesian literature, to assume that the
policy instrument is the nominal interest rate. And we will follow that tradition in Section
4, in which we estimate a fully specified model. But to validate the empirical performance

of those two equations, as we do in the next section, we do not need to take a stand on

4We discuss the case of Japan in a separate subsection in which we also study the period of very low
interest rates that followed the financial crisis of 2008-09 in a few other countries.

5This real interest rate is measured in terms of marginal utilities of real wealth, using the indirect
utility function. In Appendix A, we show how this relates to a real interest rate measured in units of
consumption, rather than in wealth.



how monetary policy is executed.

3 Empirical Analysis

In order to obtain an explicit solution for inflation, we take logs in (6) and compute the

difference over two consecutive periods to obtain

P
By

My Zen Lyt L) v (8)

1
i Mt Ty 2 Z.1‘, 2 14

=my1 =1In

The left-hand side and the first three terms of the right-hand side are observable. They
correspond to our measures of inflation, money growth, output growth, and the growth
rate of the short-term interest rate. We treat the ratio In ”ty—tl as an unobservable, but as it
was assumed to be stationary, it should have little effect on the low-frequency component
we will focus on. This equation can be taken directly to the data.

Notice that our theoretical assumptions (Baumol and Tobin’s assumptions, really) pin
down the coefficients on the right-hand side, so there is no room for parameter estimation
in this exercise. Equation (8) departs from most of the previous papers that focused on
the low frequency, like Lucas (1980) and Benati (2009), which set the value of the interest
rate elasticity to zero, rather than to 1/2 as the Baumol-Tobin model implies.®

Equation (7) requires some additional manipulation. First, we use a log-linear approxi-

mation to write it as

b1 = Tep1 + Bymiga,

which involves an expectation term. But we can write

™
Ty = Eym + &0,
+

SHad we followed their strategy, the fit of the model to the data would worsen for most of the countries
we analyze below.



where & | is zero-mean shock, independent from any of the variables in the information
set at time ¢, since they are expectational errors. Thus, for the empirical implementation,

we use

Q41 = M1 + Tew1 + §41 (9)

and we treat the {7 ; as unobservable. Being mean-zero shocks, they should also have
little effect on the low frequency component. The nominal interest rate on left-hand side of
equation (9) is observable. However, since the availability of index bonds is very limited
in practice, we do not have direct observations on the real interest rate; this lack poses a
problem in testing the empirical implications of this equation.

In order to proceed, we will make the following assumption.

Assumption 1 (Integrated Capital Markets): During the period under consider-
ation and for the countries analyzed, there were no restrictions on capital movements, so
real interest rates ought to be the same across countries.

Assumption 1 is clearly problematic, since it requires, among other things, the risk of
default to be the same for all countries. It also requires differences in the treatment of
capital income taxes across all these countries not to create wedges between the return
to capital across countries. It is also particularly incorrect for the period before the "80s,
when capital controls were the norm around the world.

In spite of its problems, Assumption 1 has a practical advantage: we can use data for
the USA, assume that the Fisher equation holds, and use US data plus equation (9) to
estimate a real interest rate. Our assumption implies that we can use that real interest
rate to test the Fisher equation in all other countries. That will be our strategy. In fact,
as we will focus on the low-frequency component, we need only to assume that deviations
from perfect capital market integration are very short lived, which is a somewhat weaker
assumption.

In studying particular countries it should clearly be possible to do better. For each

country, one could try to estimate real interest rates using other data, like the return to



capital from national income accounts. But the purpose of this cross-country analysis is to
see the extent to which these two laws emerge even when ignoring all specific details of the
countries in our sample. Our hope is that despite this assumption, the analysis allows the
reader to see the two equations emerge in the data. To a large extent, our conclusion will
be that improvements in the fit of the theory, while worth making on a country-by-country
case, will bring modest progress to our ability to understand the medium- and long-run
behavior of inflation for this group of countries as a whole.

Our naive model, which abstracts from all sorts of imaginable plausible frictions, has no
hope to match high-frequency data. Thus, following Lucas (1980), we abandon that specific
quest at the outset and use a statistical filter to remove the high-frequency components
in the data. In any event, we present below both the low-frequency component and the
original data. Our eyes — and yours also, we hope — will see the original data in a different
way after observing the low frequency component.

By construction, whatever one may learn from this strategy is of little use for quarter-
to-quarter or year-to-year policy questions. However, as we argue at the end of the paper,
our analysis is useful in providing answers to important policy questions, some of them are
debated today. We believe that the lessons derived from this exercise are still somewhat
ignored in those debates today, 40 years after the publication of Lucas’s (1980) analysis.

The discussion above highlights a key degree of freedom at this stage: the ability to
split the data between a high-frequency component (the short run) and the low-frequency
component (the long run). Lucas (1980) defends his filtering technique on theoretical
grounds, and it has a remarkable advantage: the two illustrations emerge beautifully
in Lucas’s figures as the parameter that controls how “long” the long-run increases are.
Lucas’s paper is like a mystery movie. If you stare at the data, chaos prevails. But as the
reader moves along the sequence of plots, each retaining more and more of the very low
frequency, lights appear. By the time the reader arrives at the end, the two illustrations

shine and order prevails over chaos. It’s just like the book of Genesis.

10



Our paper offers just a picture: we take a stand on a particular way to split the data.
This, in turn, provides a specific definition of what we mean by short and long run. This
definition clarifies for which policy questions our framework will not be useful and for which
questions it may be. Our choice of filter is based on a common interpretation of recent US

monetary policy and is discussed next.

3.1 The filter

To decompose the data, we use the Hodrick-Prescott (HP) filter, popularized by the real
business cycle (RBC) literature. An advantage of that filter is that the decomposition made
between the high-frequency and the low-frequency components is controlled by a single
parameter, denoted by A. The degree of freedom involves the choice of that parameter. By
taking a stand on the value for A\, we take a stand on a particular way to decompose the data
between the “cycle” (the high-frequency component) and the “trend” (the low-frequency
component).

Below, we will estimate a structural monetary model subject to monetary policy
regime changes that can shift the unconditional mean of nominal variables. Each regime
is covariance stationary, and so oscillations of all frequencies are present in each regime.
Although we label the extracted components from the HP filter as “cycle” and “trend,”terms
that are commonplace, it is evident from the analysis of the structural model that regime
changes that shift the unconditional mean get picked up by the low-frequency component
of the HP filter.”

In order to discipline the choice of A\, we use a history of monetary policy in the USA.
Specifically, we base our choice of A on a particular narrative regarding the behavior of
the short-term interest rate in the US since 1960. We believe it to be a widely accepted
narrative among macroeconomists, particularly those within the Federal Reserve system.

To describe it, it is useful to refer to Figure 2(a), which depicts the time path for the federal

"See Kulish and Pagan (2019) for a discussion on the distinction between cycles and oscillations.
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funds rate, as well as two computations of the low-frequency component extracted using
two alternative values for A. The relative merits of the two values for A\ are discussed in
detail below.

Figure 2: U.S. nominal interest rates
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(a) Data and HP-filtered series (b) Cyclical component

In Figure 2(b), we plot the two corresponding measures of the high-frequency component,
obtained by subtracting from the original data the two measures of the low-frequency
component in Figure 2(a). The key historical element to build the narrative is the notion of
a “tightening cycle.” Any such cycle is defined as a series of consecutive periods exhibiting
increasing values for interest rates. These are clearly visible in Figure 2, more obviously
so in panel (b). Particularly famous tightening cycles are the ones known as the Volcker
stabilization — starting at the end of the seventies — and Greenspan’s conundrum —
the one that starts in 2004.® In contrast, nobody interprets the increasing part of the
low-frequency components in Figure 2(a) as a tightening cycle that started in 1960 and
ended in 1980!

The narrative we adopt sees these cycles in the interest rate as the policy response to

temporary shocks, in an attempt to stabilize the economy around certain desired values.”

8These two are the first results in a Google search for the term “tightening cycle.”
9The “tightening” cycles are followed by their corresponding “easing” period, in which the interest
rate is decreasing.
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This role of policy finds its strongest intellectual rationale in the New Keynesian literature,
which emphasizes frictions in the setting of prices. These models have been specifically
developed to study deviations from steady state values due to temporary shocks, which
justifies their wide use of log-linearization methods to solve the models. In these models,
price frictions generate only temporary effects on the equilibrium that vanish “in the long
run.”

As emphasized above, we do not need to take a stand on how policy is executed to
show the empirical performance of the two illustrations. However, in order to make these

statement precise, it is convenient to consider an interest rate policy that follows a standard

Taylor rule as in Taylor (1993). Thus, let the policy rate be given by

i =1+ ¢7r(7Tt - 77*) + ¢y(yt - y*) + 517

where i;, 7y, and y; represent the policy interest rate, inflation, and output, respectively,
and €% is a monetary policy shock. The triplet (i*,7*,y*) is typically interpreted as the
steady state values for the variables.

In the literature, the second and third terms on the right hand side of the Taylor rule are
meant to capture the cycles described in Figure 2(b). They represent the attempt by the
monetary authority to stabilize the equilibrium values of inflation and output around 7* and
y*. Most of the literature uses a variation of this Taylor rule, in which the triplet (i*, 7*, y*)
is indeed assumed to be time invariant.!® Under this interpretation, our separation of
the data as done in Figure 2 is incorrect, since the fluctuations in Figure 2(b) should be
obtained by subtracting a constant from the data, not the low frequency in Figure 2(a), as
we did.

Thus, our interpretation of policy, one that is consistent with our filter, amounts to
allowing for slowly moving changes in the target for inflation, denoted by 7;. And, as the

changes in the inflation target ought to be accompanied by the corresponding changes in

0For exceptions, see Ireland (2007), Cogley and Sbordone (2008), and Ascari and Sbordone (2014).
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the interest rate, owing to the Fisher equation, this amounts to letting the value for ¢ also
be time varying. We have in mind a policy rule better described by equation (3.1) but in
which the deviations of inflation and the interest rate are made relative to values that are
changing over time.!! In deciding the best choice of our filter, we aim to capture the slowly
moving term ¢;, while we expect the filter to remove the second and third terms in the rule.

The distinction just made between deviations from a steady state — which imply a
set of values that are constant over time — and deviations from a given trend — the
low-frequency movements in Figure 2(a) — is key. We address this issue in detail in the
next section, in which we estimate a small-scale New Keynesian model and allow for shocks
to the targets 7; and m;. We make very precise in the model this distinction between
movements that capture the tightening cycles around a trend and the ones that explain
the trend, and we let the data separate the two. We also defend our filter by evaluating
its performance using simulated data from the estimated model. For the analysis of this
section, we use our discussion above, plus the evidence in Figure 2 to justify our choice of
A

The simple quantity theory model spelled out above, with all its simplifying assumptions,
has no bearing on interest rate movements that correspond to the second and third terms
in the Taylor rule.!? This is so much so that the implied relationship between the nominal
interest rate and inflation in our model — as described, for instance, in (9) — is positive
and one to one. In contrast, the conventional wisdom in central banks, supported by the
workings of New Keynesian models, is that increases in the nominal interest rate imply
reductions of inflation.’® The quest to understand the fluctuations depicted in Figure 2(b) is
therefore abandoned at the start. On the other hand, we argue that in order to understand

the remaining component, the quantity theory is almost all you need.

HWe make no attempt at explaining why those values change as they did during the period.

12Tn some formulations, such as Woodford (2003), the term (y; — y*) in the Taylor rule is the difference
between the equilibrium value for output and the one that would prevail under flexible prices - the output
gap. In our simple quantity theory model, the output gap is by definition zero, so even that term disappears
from the rule.

13See Uribe (2020) for a masterfull integration of these seemingly contradictory statements.
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This discussion sets the stage to justify our preferred value for \: the smallest value
that eliminates from the data the tightening cycles. In Figure 2(a), we plot two alternative
values for the low-frequency component, corresponding to values of 6.5 and 100. The first
value, 6.5, is the one that the RBC literature suggests for yearly data. Its object of study
is very different from ours (note the R in RBC), so there is no reason why what fits its
objective should fit ours. And as can be seen in the figure, it does not: when using A\; = 6.5,
the tightening cycles are still visible. On the other hand, when using A = 100, the cycles
are completely removed from the policy rate.'* Therefore, in what follows, we set A = 100.
In Appendix B.3, we also show the results when using A\ = 6.5.

By taking a stand on a particular value for A, we take a stand on our definition of “long
run.” There seems to be a common wisdom in central banking that to see the mechanics of
the quantity theory operating in the data, one needs to look at averages over decades. Our
choice of filtering implies a much tighter definition of “long run.” We make this explicit in
Figure 2(b), in which we plot the high-frequency component of the interest rate for the two
values of the parameter in the HP filter. As expected, the fluctuations are higher when
using our preferred parameter of 100. But the two series are very similar. Both identify
the same number of cycles, defined as the time period contained between two consecutive
crossings of the horizontal axis. Those would correspond to a tightening cycle when the
curve is increasing, or an easing cycle when the curve is decreasing. For both measures,
the average cycle is three years, with a maximum of six years and a minimum of one year,
in 1967. One interpretation of the filter we use, which we adopt, is to leave out of the data
all fluctuations that last less than three years on average, which amounts to the average

duration of the monetary policy cycles in the United States.

14The behavior of the low frequency obtained for values of lambda between 90 and 110 are indistin-
guishable to the eye, given the size of these figures. How could we resist the seductive power of using a
round number like 1007
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3.2 Preliminaries

We now take equations (6) and (7) to the data. We selected countries that are members
of the OECD and for which we have complete data since 1960. These are the countries
included in Figure 1, plus Mexico and Turkey, both countries are members of the OECD,
but they experienced substantially higher inflation rates than the rest. This set of countries
provides enough variation of experiences and with the exception of Germany, all experienced
an inverted- U shape for inflation, like the one depicted in Figure 1. Mexico and Turkey
are included as examples of substantially higher inflation rates.

We use the short-term interest rate on government debt for ¢, gross domestic product
for output, and the CPI for prices. For the monetary aggregate, we use M1, which is the
sum of currency plus checkable deposits. For the United States, M1 provides a misleading
measure of total assets available for transactions, owing to regulatory changes that occurred
in the early '80s. Lucas and Nicolini (2015) discuss this issue in detail and propose a new
measure called NewM1, which adds the Money Market Demand accounts created in 1982
to the standard measure of M1. Thus, for the USA only, we use NewM1 rather than M1.
Doing so raises the issue of whether the simple model described above could account for
a regime change due to the regulatory changes in the middle of the sample.'® Thus, for
the USA only, we will also show the results using the currency component of M1, which
according to Lucas and Nicolini (2015) ought to be relatively invariant to the regime change.
In Appendix B.2, we discuss the data and their sources in detail.

The period we focus on is 1960-2005, consistent with the data in Figure 1. There are
a few exceptions. For the countries that joined the eurozone, accurate measures of M1
are not available after 1999, since currency in circulation cannot be properly measured.
Thus, for the exercise implied by the money demand equation (8), we end in 1999 for those

countries.

15The model in Lucas and Nicolini (2015) does imply, not surprisingly, that such a regime change ought
to change the relationship between the nominal interest rate and the ratio of money to output.
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The presence of very low interest rates presents additional theoretical considerations
that are worth discussing separately: recall our assumption in Section 2 regarding a binding
cash-in-advance constraint. The validity of that assumption at very low rates is questionable,
as we discuss at the end of this section. Thus, for Japan, we end the sample in 1990, before
the country lowered its interest rate to almost zero. In a final subsection, we discuss the
policy implications of our analysis for Japan since 1990, as well as the evidence since 2005
for several other countries, which contains several years of very low interest rates. Finally,
because of data availability, we start the analysis of Turkey only in 1970.

As we mentioned above, we have no independent estimate for the real interest rate in
the USA. Therefore, in the case of that country, we simple plot the inflation rate and the

nominal interest rate, so as to appreciate the positive correlation.

3.3 Results

In the top panels of Figure 3 to Figure 6, we show the data corresponding to the money
demand equation (8). We first plot the raw data for the inflation rate and for the growth
rate of nominal money over real output. In the plots of raw data for Illustration 1, we
do not make the adjustment for changes in the the nominal interest rate, as (8) implies.
The reason is that this adjustment makes the theoretical prediction for inflation way more
volatile than in the data, since the high-frequency movements in interest rates are very
volatile and the value for the elasticity implied by the Baumol-Tobin formulation is quite
high. This is consistent with the old empirical literature on money demand, which argued
that the estimated “short-run” interest rate elasticity was much smaller than the “long-run”
elasticity.'® We then plot the low-frequency component for the theoretical inflation, as
predicted by equation (8), together with the low-frequency component of inflation. The

bottom panels of Figure 3 to Figure 6 show the data corresponding to the Fisher equation

9).

16See Lucas (1988) for a discussion.
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Figure 3: Countries in Group 1 (a)
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Figure 4: Countries in Group 1 (b)
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Figure 5: Countries in Group 2 (a)
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