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The key implications of the rational expectations theory of the
term structure of interest rates are that certain sequences of forward
interest rates can be described as martingales. These implications are
ones for which the most comvenient and powerful tests of the theory
can be made.1 However, as Modigliani, Sutch and Shiller have emphasized,
from the point of view of implementing the theory in the context of a
macroeconometric model, it is not sufficient to represent the theory
simply by its implications that those sequences of forward yields are
martingales. To get the theory in a form that can be used in a macro-
econometric model, Modigliani, Shiller, and Sutch in effect characterized
the theory by its implications for the regression of long rates on
current and past short term rates. In addition to delivering something
that might be used in a macroeconometric model, this approach can also
be justified purely on the grounds that it provides a way of testing
the theory on the basis of a much sparser data set than is required in
order to test that the appropriate sequences of forward rates are martingales.
That is, to test the model using the procedures'to be discussed below,
all that are required are suitable time series on a single long-term
rate and a single ghort temm ratez; but fo test some of the martingale impli-
cations directly requires time series over the entire term structure
of rates.

This note is written by way of pursuing the general Modigliani,
Sutch and Shiller approach. However, rather than follow Modigliani,
Sutch, and Shiller in focusing on the projection of long rates on
current and past short rates, I will proceed by estimating the vector
autoregression of long and short rates. This is a convenient repre-

sentation for extracting predictions from the model, and also conserves



all of the information required to compute the projection cof one
interest rate series on current and past (and maybe future) values
of the other series. In particular, a compact formula is givenAfor
the restriction on the bivariate vector autoregression of the iong
term rate and the short term rate that is implied by the rational
expectations theory. Then two procedures are given for estimating
the vector autoregression under that restriction: the first being a
two-step procedure that gives consistent but not fully efficient
estimates under the restriction; the second being a maximum
likelihood estimator. Some sample calculations are carried out and
the pertinent likelihood ratio statistic is reported. The maximum
likelihood algorithm used here would be a convenient one to use for
estimating and testing rational expectations models of other rela-
tionships. The main purpose of this paper is to illustrate the
feasibility of maximum likelihood estimation in the face of the
complicated nonlinear restrictions implied by rational expectations
in multi-period horizon models. To my knowledge, applications of

this approach are not available in the literature.

Let th be the one period rate and Rnt be the n-period
rate. I assume that the process of first differences (ARIt, ARht)
is a second-order jointly stationary, indeterministic stochastic
process. Among other things, this means that the covariances be-
tween Ath and AR.nt_S exist and are independent of time ¢t ;

it also means that the variances of Ath and ARnt exist and
don't depend on t . I will work with the mth—order bivariate
autoregressive representation for the (Ath,ARnt) process, the

3/

existence of which is implied by the preceding assumptions.™
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The theory imposes restrictions on this vector autoregression so long as
agents have at least as much information as is contained in m lagged

Ath's and ARnt's, as will be proved by applying a variant of an argument

of Shiller [1972].

I will represent the rational expectations as theory of the term

structure in the formé/

(1) R n(R TERgg et E R pin-1)

where I will interpret E_x to mean the linear least squares fore-
the random variable

cast of x based on information available at time t . I will assume

that this information set includes at least (but possibly more than)

current and all lagged values of both R, and Re- Letgq, be the

information set that agents use at time t,‘so Ehat Etx = ExIQt.““I assume
that { DQt _ . e
F%rs% differencing (1) gives

1
RpeRop-1) = 2l Ry Rye- 1)+(ER1t+1th—Eth|Qt—l)
+ .ot (BRy, IR -ER o[0T
Let et_l be any subset of Qt—l' Then use tle law of iterated projectionséj

to project both sides of the above equation on et-l to get
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th
implies a restriction across the systematic parts of the m -order vector

autoregression for (Ath,AR ). Let the mth—order vector autoregression

nt
for Ath, ARnt be

m
Ry = i§1 T P Z R18Rnes T 21e
(3) o
AR = ¥ v.AR }j s, 4R
nt 1*1e-1 * o1 i "nt- i %nt
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where 8ajt Ath—i athRnt—i 0 for j=1, n and i=l, , m, where

€ is the mathematical expectation operator.

The random variables 8105 3¢ are the innovations in the Ath, ARnt

processes, and are the one step-ahead prediction errors 1n/%%2835%¥ng
Ath and ARnt , respectively, on the basis of m observations of past Ath's

and ARnt's . Equation (3) can be written compactly as

*) x, = Ax_ *a
where
ARy, 81 |
AR
1t-1 0
X = a =
t Ath_m+1 t 0
ARnt 2ht
ARnt:--l 8
0
ARht-nﬁl i -

_Q’l By « o o % B1 32 o e e Bm '1
1 0 0 0 0 4]
A= 10 1 0 0 0] 0
0 0 1 0 0 0 0
Y1 Y2 Ym 81 82 - - b
0 0 0 1 0 0

LO 0 0 0 0 s 8 0 1 0 ]
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Letting c¢ be the (1 X 2m) row vector with one in the first column,
zeroes elsewhere and letting d be the (1 x 2m) row vector with

one in the (m * 1l)st column, zeroes elsewhere, we have

Ath = ex,
ARnt = dxt

Using (4), we can write

2
= +
x = A xt_1 + Aat a

t+l t+1
3 2
= +
Xewo " AF gt AR AR T e,
AR + ad. 4 ad-1
(5) Xy = AT x gt ATay AT Ta gt e oAy
Since at+j satisfiesf’-/ Eat+klet-l = Q0 for k=0, 1, 2, ..., we have from (5) that
AR
© BxypglOpg = &7 %)

Now (4) implies that

= +
ARjy = cAx, 17 3y
(7)
= +
ARnt: da xt-l ant

But restriction (2) on the systematic part of the vector autore-

gression, together with (6), implies

o[A *+ A% + co* ATIx t+a .

(8 AR _ = wy

nt

Bl

Comparing (7) with (8), we ‘see that the rational expectations theory

imposes the following restriction across the nontrivial rows of A :
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ClA + A% + ... + AP

)] d A=

i

Equation (9) is a compact representation of the restrictions that-
the rational expectations theory of the term structure imposes on

AR )

the mth—order bivariate vector autoregression of the (Aer, At

7
process,—
I propose the following methods for estimating the vector

autoregression for AR ARnt under restriction (9). It is instruc-

1t’
tive first to consider a two—-step procedure which potentially yields
consistent, though not fully efficient estimates under the restriction.
First, estimate by least squares the first row of A, i.e., estimate
the first of equations (7). Then pursue the following iterative
scheme for calculating the (m+l)st row of A implied by this choice

of the first row. First set the (m+l)st row of A (i.e., the one
corresponding to the autoregression for ARnt) to a row of zeroes.

Set the other rows of A at their known values. Call this preliminary
estimate A,.. Then form a revised estimate of the (mtl)st row of A

0

according to

-t

_ 1 2 n
dAl-nc[A0+Ao+ +A0].

In forming the other rows of Al leave the other rows of A at their
initial values. Then recalculate A again, iterating on

' 1 2 n
(10) d A, ==cla +A]+ ... + 4]

where Ai is the estimate of A on the ith iteration. At each step

in forming Ai+l’ all rows of A except the. (mtl)st are kept equal to
the corresponding rows of AO.
find an A that satisfies restriction (9). Experience indicates that

If it converges, this algorithm will

this scheme often converges, especially where the eigenvalues of A
are well below unity. The elements of the first row of A are consistently

estimated by least squares. The
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preceding algorithm, since it calculates the (m+l)St rew of A as
a function of the first row of A , will produce consistent esti-
mates of that (m+l)St row under thé usual regularity conditions.
The preceding algorithm in effect computes the Y's and §'s
of (3) that satisfy (9) as functions of the 4's and g8's . Let

us denote the solution to the ilteration on (10) as the (set) function

(11 (v 8) = ¢les B) 3

¢ maps the ,'s and B's into a set of y's and ¢'s

that satisfy restriction (9). Our first estimator of the Y's and

§'s 1is then simply ¢(¢, B) evaluated with , and B being set

at their least squares estimates. Call this the 'two-step estimator."
Under the hypothesis that (alt’ ant) is bivariate normal, the

likelihood function of a sample of (alt, ant) for t=1, ., T is

L((y, 8, vs & V'{Ath}s {ARnt}) =

(12) T

-7, . -T/2 1 -1
(2m) " |V| exp(-5 L eV "e))
t=1
where
21e
= 1
et ’ V= E etet
a
nt

Maximizing (12) subject to (3) without any restrictions on the
coefficients, i.e., taking the m Oy Bi’ Yo and Gi's all as free parameters,
is equivalent with estimating each equation of (3) by least squares.

Under the restriction (9), or equivalently (11), the likelihood
function (12) becomes a function only of the ,'s and g's . As
Wilson [1973] has noted, maximum likelihood estimates with an unknown

V are obtained by
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minimizing with respect to the g's and g's the criterion

T
(13) ‘V! = |% t§1 et(d’ B)et("*” B)"

where the et's (i.e. the a1e and ant's) are fﬁnctions of the
o's and B's (as well as the Ath's and ARnt's) by virtue of
their being calculated from (3) with (11) being imposed. A stan-
dard derivative free nonlinear minimization routine is capable of mini-
mizing (13) numerically. The least squares estimates of « ande would

seem to be good starting values from which to pursue the nonlinear

minimization. The maximim likelihood estimator of V turns out to be
T
Aé.
I
t=1

where the éé s are the estimated vectors of residuals.
Let Lu be the value of (12) at its unrestricted maximum
while Lr is the value of (12) under the restriction (9). Then

under the null hypothesis that the rational expectations model is

correct,

L

T
(14) - 2 log I

is asymptotically distributed as xz(q) where q 1is the number
of restrictions imposed. 1In our case q = 2m , where m is the
number of lags in the autoregression (3). High values of the

likelihood ratio (14) lead to rejection of the restrictions (11)
that are implied by the rational expectations theory of the temm

8/

structure ,—~



Table 1 reports three sets of estimates of equation 3 for m=4 where
Rnt is taken as the rate on five-year government bonds while th is

taken as the three-month Treasury bill rate. The data are quarterly and
point-in~time, first of month data for the first month of each quarter;gf
The data on the left-hand side variables of (3) span the period 1953II-
19711IV. There are thus 71 observations on the disturbances, so that
T=71. The table reports estimates of (3) unconstrained (i.e., least
squares estimates of each equation of (3)), the two-step estimates which
impose the rational expectations restrictions (11), and the maximum
likelihood estimates that impose (11).

The likelihood ratio statistic pertinent for testing the null
hypothesis that the rational expectations restrictions are correct is
8.58. Since the likelihood ratio statistic is distributed as chi-square
with eight degrees of freedom, the marginal significance level is .3788.
The likelihood ratio test thus does not provide any strong evidence for

rejecting the rational expectations restrictions.

As indicated by the |V| statistic, it is interesting that the two-

step estimates provide a considerably poorer fit than do the maximum
likelihood estimates.

Notice that the y's and §'s estimated under the restriction (9) by
both the two-step estimator and the maximum likelihood estimator are
close to zero, so that with respect to the information in four lagged
R,,'s and Rn 's, the long rate seems approximately described by a "weak"

1t t

1
martingale:—g/That the restrictions given by the rational expectations

- theory of the term structure imply such an approximation for long rates
under suitable regularity conditions was exploited earlier by Sargent

[1976].
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Modigiliani and Sutch [1965] worked with a version of the theory in
which only lagged short interest rates were included in the information
set carried along in the model. As the argument leading to equation {(2)
shows, the rational expectations restrictions (2) are predicted to hold

with 6 being any subset of Qt—l’ and in particular with et—l being

t-1
chosen in the fashion of Modigliani and Sutch, namely, et_l = {Ath—l’

Ath—Z’ eees AR }. This specification of et_l leads to the restric-

1t-m
tion on (3) that Bi = Gi = 0, i=1, ..., m, where now the least squares

orthogonality conditions become €a Ath—i = 0 for j=1, n, and i=l, ...,

jt
m. With this restriction on th; g's and &'s, (9) continues to represent
the rational expectations restrictions across the a's and y's. In fact,
with the Bi's being zero, iterations on (10) are guaranteed to converge
in one step. All of the estimation theory goes through as before.

Table 2 reports three sets of estimates with Bi = Gi =0, 1=1, ...,

m, with 8 specified as {Ath-l’ cees Ath;4}. The likelihood ratio

t-1
statistic pertinent for testing the null hypothesis that the rational
expectations restrictions (9) are correct is only 3.0788. Since this
statistic is distributed as chi-square with four degrees of freedom
under the null hypothesis, the marginal significance level 1is 5447,
which once again provides no strong evidence for rejecting the rational
expectations restrictions.

It is interesting to test whether lagged ARnt's are usefully
included in the information set et—l' Comparing the unrestricted
estimates in Tables 1 énd 2, i.e., the first sets of estimates, we note
that the Table 2 estimates are computed under a restriction on the

Table 1 specification. A likelihood ratio statistic for testing the

null hypothesis that B=§=0 can be computed as T{loglVr!—logIVul} where
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lvrl is the determinant of V estimated in Table 2, while ]Vul is the
determinant in Table 1. This statistic is distributed as chi-square
with eight degrees of freedom. The value of the test statistic turns
out to be 12.94, which has a marginal significance level of .114.
Computing the analogous test on the maximum likelihood restricted
estimates (the third sets of estimates in Tables 1 and 2) gives a
likelihood ratio statistic of 7.438, which is distributed as chi-square
with four degrees of freedom and so has a marginal significance level of
.11l4. I would interpret these significance levels as being mildly
though not spectacularly supportive of Modigliani and Sutch's choice of
Bt—l'
It should be emphasized that the theory predicts that none of the
representations estimated in this paper will be invariant with respect
to an intervention that alters the stochastic processes facing agents
and thereby alters the second-order characteristics of the distributions
of yields. For example, despite the moderate success of results that
choose et—l to be {Ath_l, Ath_z, ...}, it would not be appropriate to
impose arbitrary alternative stochastic processes for the short rate
(arguing that it is the monetary authority's instrument) and expect such

term—-structure relations to remain invariant.ggj
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Footnotes

1
Some of these implications were spelled out by Roll [1970] and

tested against data by Roll [1970] and Sargent [1972].

2Modigliani and Shiller [1973] made this point but did not formulate

a formal econometric test.

3 . .
A nonrigorous discussion of vector autoregressions, vector stochastic

processes, and some of their applications in macroeconomics is contained

in Sargent [1978].

4Equation (1) is only an approximation to the correct formula

linking long with expected short rates. Shiller and Modigliani [1973]
Shiller [1972] recommend the alternative approximation

o

Re™ - ; YjEtR1t+j

j=0
where Y = 1/(l + ro) s T being a '"representative short term rate",
which Modigliani and Shiller recommend taking as the mean long term
rate, Modigiiani and Shiller recommend that this approximation be

used for very long term rates,

- . Cm el - e

5Use of the law of iterated projections in this way is the argument of
Shiller [1972] referred to earlier. The law of iterated projections
states that E(y|z) = E(E(y|x, z)|z), where x, y, z are random variables
and E is the linear least squares projection operator. The law is
easily proved as a consequence of the fact that least squares residuals

are orthogonal to least squares predictions.
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6Technically, this holds only ;f 6athth_i = 6athRnt~i = 0 for j=1,
n, and i=1, 2, . . .. This amounts to the condition that the mth-order
vector autoregression equals the infinite-order vector autoregression,
so that coefficients on ARl and ARn lagged more than m periods would be
zero if they had been included in the population representation (3).
Practically, the requirement amounts to choosing m large enough to

account for the serial correlation and cross—-serial correlation in the

(ARl,ARn) process.

71f we had used Modigliani and Shiller's formula (see footnote (4))
restriction (9) would become
A= (1-yeca ¥ yal .
3=0

Assume that the eigenvalues of A are distinct, so that A can be

written A= P AP—l where the columns of P are the eigenvéctors

of A while A 1is a diagonal matrix of eigenmvalues of A . Then

the above restriction can be written in the compact form

-1
dA= (1 - Y)c A P{T_T]:__'Y—X}P

assuming max[yAi[ <1, [Ykil <1

1
di 1 trix with
1'YX} is the diagonal matrix w 1‘YKi

where { in the (i, 1)

position. By making use of this formula, the algorithm proposed
in the text can easily be modified for Modigliani and Shiller's

formula.

8Using the calculations of Wilson [1973, p. 80], it is possible to

show that the likelihood ratio (14) could be calculated from
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T{logy V| - logg [Vyl}

where Vr and Vu are the restricted and unrestricted estimates

of V , respectively. In our case T = 71 .

9The data were obtained from the Salomon Brothers publication

An Analytical Record. Those data are monthly but are mid month

until 1959, at which time they are first of month., I linearly
interpolated the earlier mid month data in order to obtain approximate

first of month series for the years 1953-1958.

lOThe martingale»property is a characteristic of conditional mathe-

matical expectatioms. By a 'weak' martingale I mean to denote a

condition analogous to the martingale property (8txt+l = L where

8t is mathematical expectation conditioned on some information set

including at least xt) holding for linear least squares projections

(i.e, the condition Etx x_ where Etx

= is the linear
t+1 t ‘

trl
least squares projection of X4y based on information available

at time t)

llThis term structure example can thus be added to the consumption,

investment, and labor supply examples provided by Lucas [1976].
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Table 1: Estimates for a Five-Year Government
Bond Rate and 91-day Treasury Bill Rate,
195311-19711V

Unrestricted Estimates

J 1 2 3 4
oy -.3663 ~.3235 .1234 ~.0694
B .6373 .4322 -.3286 ©.1703
Y -.2962 .0203 .2480 -.1047
J .2812 .1200 -.3934 .0765
.3080 .2072
V= s |V| = .0163082085
.2072 .1924

Two-Step Estimates¥® :

3 1 2 3 4
Y5 -.0199 -.0083 .0016 -.0021
8 .0285 .0085 -.0047 .0053
.3080 .2072
V= s |V] = .0236367

.2072

.2162

*a's and B's are the same as unrestricted estimates.

Maximum Likelihood Estimates

3 1 2 3 4
oy -.0717 ~.3660 ~.1465 .0433
By .3700 .3270 .0995 .0900
e -.0183 -.0154 -.0033 .0014
J .0298 .0172 .0063 .0029
.3362 .2336
V= » |V| = .0184034
.2336 .2171

Likelihood ratio statistic = 8.5816
Marginal significance level = .3788

Let X be a chi-square distributed random variable and let x be
the test statistic. Then the marginal significance level is defined
as Prob{X>x} under the null hypothesis.
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Table 2: Estimates for a Five-Year Government Bond
and 91-day Treasury Bill Rate, 1953I1-19711V,
(B=5=0)

Unrestricted Estimates

j 1 2 3 A
oy .0847 -.2229 .0267 .1492
Y -.1173 -.0207 .0808 .0011
.3494 .2311
V= , |V] = .0195689615
.2311 .2089

Two-Step Estimates®

k| 1 2 3 4
Yy .0020 -.0024 .0091 .0077
.3494 .2311
V= , |v] = .02258
.2311 .2176 |

*0's are the same as the unrestricted estimates.

Maximum Likelihood Estimates

3 1 2 3 4
aj .2165 -.2117 -.0592 .1540
vy .0055 ~-.0065 .0053 .0086
.3603 L2411
V= , |V] = .020436
2412 .2182

Likelihood ratio test statistic = 3,0788
Marginal significance level = ,5447

Let X be a chi-square distributed random variable and let x be
the test statistic. Then the marginal significance level is defined
as Prob{X>x} under the null hypothesis.



