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Abstract : A recently developed stat is t ical model, cal led Baye-

sian Vector Autoregression, has proven to be a useful tool for economic 

forecasting. Such a model today forecasts a strong resurgence of growth in 

the second half of 1985 and in 1986. 

In recent years a stat is t ical time series model has been devel ­

oped which for the f irst time appears to generate forecasts that compare 

favorably in terms of accuracy with those generated by the best judgment 

of economic forecasters. This economic outlook talk wi l l be a l i t t le un­

usual in that i t w i l l focus primari ly on this new stat ist ical model rather 

than my view of the economic outlook. At the end I wi l l describe the 

model's current, unadjusted forecast, and then I wi l l briefly discuss the 

extent to which my own subjective view is different from the model fore­

cast. 

The model that produced the forecast I wi l l talk about today is 

based on the stat is t ical technique called Bayesian Vector Autoregression 

(BVAR). The separate concepts of Vector Autoregression (a projection of 

each element of a vector on its own lags and lags of each of the other 

elements of the vector) and of Bayesian stat ist ics are not new. Their 

combination in the BVAR technique has led to models that have proven to 

be accurate, and yet inexpensive and relat ively easy to use. Moreover, the 

fact that BVAR models forecast well without judgemental adjustment 

means that they can be used to objectively estimate the probabil it ies of 

future events, to measure uncertainty, and to answer other questions that 

tradit ional econometr ic models that rely on judgemental adjustment as a 

cruc ia l input cannot real ist ical ly address. 
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Let me first brief ly describe the general motivat ion for the 

B V A R technique. I wi l l then describe the particular model that we use at 

the Federal Reserve Bank in Minneapolis. In the mid-1970's the economics 

profession, and the research department at the Minneapolis Fed in par t ic­

ular, became disenchanted with the large structural econometric models 

then commonly in use. This disenchantment was based not only on the 

perceived theoret ical weaknesses in the standard Keynesian models then in 

use, but also on a number of pract ical problems that are generic in using 

large structural models. The main problems are that such models are 

expensive to run and that the forecasts that they generate are so often 

appear to be unreasonable that the standard operating procedure is to 

signif icantly adjust the entire paths of al l the key variables in the model. 

Another problem is that the probability distributions of likely outcomes 

generated by such models are unreasonably narrow, and in any case cannot 

be taken seriously with respect to the adjusted forecast since the adjust­

ments are not part of the stat ist ical model. 

At the Federal Reserve Bank our somewhat naive view at the 

time was that we could probably forecast as wel l , if not better, and save 

money, by specifying a small vector autoregression of the type that Pro ­

fessor Christopher Sims was working with at the University of Minnesota at 

that time (see Sims 1980). There are a number of seductive features about 

using VAR models. The V A R is a very general representation with which to 

approximate the stochastic process generating a mult ivar iate time series, 

especial ly if you consider the class of VAR 's with t ime varying coe f f i ­

c ients. The VAR model is inexpensive and easy to specify, to est imate, and 

to use in generating forecasts. Unfortunately, it does have one serious 

problem which became obvious to us when we took a close look at the 

properties of our in i t ia l V A R forecasts. 



- 3 -

The problem, which we refer to as overparameter izat ion, is 

simply that when too many parameters are estimated from too few data 

points, one finds a very good in-sample f i t , and a very bad out-of-sample 

forecast performance. It is very common for this to happen in the context 

of an unrestricted VAR where the number of parameters can easily reach 

or even exceed the number of observations. What happens is that para­

meters fit not only the systematic relationships in the data which are 

useful for forecasting, but also the random variat ion. In economic data the 

systematic component of the movements in a variable is often only a small 

part of its total var iat ion. Many economic variables behave very much like 

random walks, in which case the ratio of systematic to unsystematic var ia ­

tion is close to zero. Thus, the basic problem of economic forecast ing is to 

f i l ter out the weak signal generated by the systematic correlat ions in the 

data from the din of random noise. Because of its overparameter izat ion, 

the unrestricted V A R is not a part icularly useful tool for accomplishing this 

task. 

On the other hand, the Bayesian V A R which we subsequently 

developed at the Federal Reserve Bank to overcome this problem has 

proven to be a f lexible tool that can, in e f fec t , be tuned so as to become a 

very sensitive f i l ter for capturing the systematic relationships in economic 

data. In fac t , there are good theoret ical reasons to believe, as well as 

empir ical evidence to suggest, that the Bayesian VAR technique can gener­

ate forecasts that are more accurate than any of the other standard fore­

casting techniques. 

Ul t imate ly , there are only two sources of information useful in 

forecasting. One is the historical data. The other is the modeler's knowl­

edge about the structure of the system generating the data. In the case of 
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economic systems, there are many reasons to mistrust both sources. R e a ­

sons to mistrust the evidence in the data include measurement error, 

changing structures in the economy, and the fact that most of the system­

a t i c relationships are masked by random noise. On the other hand, eco­

nomic theory is often unreliable as wel l . 

A l l of the standard techniques, from simple smoothing algor­

ithms to complex structural models, can be viewed as attempts to solve the 

f i l ter ing problem by using prior beliefs about the structure of the data 

generating process to restr ict the parameterization of the general VAR 

representation. Structural models, for example, set almost a l l of the 

coeff ic ients in the V A R representation to zero, relying on economic theory 

to suggest a few coeff ic ients in each equation with which to f i t the move­

ments in the data. Time series techniques generally exclude the possibility 

of f i t t ing cross variable interactions and instead rely on f i t t ing the auto­

correlations in the data via a small number of parameters. Though not 

usually viewed from a Bayesian perspective, these methods can be, and 

when viewed that way they are seen to be too rigid to allow the the fore­

caster to express his true prior bel iefs. 

The basic problem with any of the standard approaches from a 

Bayesian perspective is that in specifying his prior beliefs about coe f f i ­

cients the forecaster has essentially only two choices, to exclude a var­

iable, which is to specify that a coeff ic ient is exactly zero or to include the 

variable, which is to say that he knows nothing about its likely value. In 

order to avoid overf i t t ing the forecaster is forced to rely heavily on exc lu ­

sion restrictions even though that represents an unreasonably strong prior, 

one that wi l l never be altered by evidence in the data. On the other hand, 

the only alternative to exclusion in standard approaches in inclusion of a 
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coeff ic ient without a prior probability distr ibution. Such a specif icat ion is 

the expression of an unreasonably vague prior, and if too many variables 

are included the approach rapidly leads to overf i t t ing of the data. Not ice 

that no matter how much specif icat ion testing is undertaken, the basic 

problem of not being able to specify realist ic prior information cannot be 

avoided. 

The approach taken by the Bayesian V A R technique is to solve 

the overparameterization problem by specifying in a Bayesian framework 

the l ikely values for a l l of the coeff ic ients. Instead of setting lots of 

coeff icients to zero, the prior that we use specifies that most coeff ic ients 

are l ikely to be close to zero. To see the advantage of this approach, 

consider the problem of choosing a lag length for one variable. The stand­

ard approach relies on one of several possible ad hoc rules for choosing a 

value k, the number of lags to include. The motivation for making such a 

choice is the knowledge that more recent values of a variable are more 

likely to contain useful information about its future movements than older 

values. Yet the prior impl ic i t in a choice k is too rigid to incorporate that 

information. It specifies that we know nothing about the coeff ic ients on 

the f irst k lags, and that we know that a l l other lags have coeff ic ients that 

are exact ly zero. A Bayesian approach can direct ly incorporate the or ig­

inal information by including a long set of lags and specifying that the 

larger the lag, the more likely that the coef f ic ient is to be close to zero. 

An example of our approach would be to specify that the jth lag has an 

independent normal distribution with a mean of zero and a standard devia­

tion inversely proportional to j . The proportionality constant is a para­

meter we would refer to as the "overal l tightness" since it specifies how 

close al l of the coeff ic ients are to their prior mean. We usually ca l l such a 
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parameter of the prior a "hyperparameter" in order to distinguish it from 

the estimated coeff ic ients, the parameters of the model i tself. 

Specifying the value of such a hyperparameter is a di f f icul t 

issue, similar in some ways to the problem of choosing a lag length k, but 

the important point is that the model generated by choosing any reasonable 

value for the hyperparameter wi l l ref lect the prior information available to 

the modeler much more accurately than the prior impl ic i t in any choice of 

k, and therefore such a prior is l ikely to perform better as a f i l ter for 

capturing the useful information in the data. The kind of f lexibi l i ty i l lus­

trated in this simple example of choosing a lag specif icat ion is what gives 

the Bayesian approach its power to dominate other approaches in terms of 

forecast accuracy. In fac t , most other approaches can be viewed as special 

cases of the Bayesian prior, but just as in the case of choosing the prior for 

a lag speci f icat ion, one would rarely be led to the rigid prior impl ic i t in the 

standard approach. A more complete description of the B V A R approach 

can be found in L i t terman (1980), L i t terman (1984a), Doan L i t terman and 

Sims (1984) and Todd (1984). 

The B V A R model that we currently use at the Federal Reserve 

Bank in Minneapolis, which is described in Li t terman (1984b), has 47 var i ­

ables arranged in 8 sectors. The typical equation has 15 lags on each of ten 

explanatory variables, a total of some 8,000 coeff icients to est imate. We 

make the problem of specifying priors for a l l those coeff ic ients manageable 

by specifying a general functional relationship between nine hyperpara-

meters and the priors for a l l the coeff ic ients in the V A R representation. 

Typical ly most of the coeff icients are given prior means of zero, except for 

the first own lag. That coeff ic ient is generally given a prior mean of one 

so that we often refer to a "random-walk" prior. The tightness around the 
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means of the coeff icients ref lect considerations that range from the posi­

tion in the lag distr ibut ion, as described above, to the importance that 

theory suggests one variable should have with respect to another. We also 

allow the parameters to vary over t ime, and we use a hyperparameter to 

control the amount of such var iat ion. 

In experimenting with different hyperparameter settings, we 

have paid part icular attention to the out-of-sample forecasting properties 

of the models implied by those choices. Those experiments, which show 

that a wide range of hyperparameter choices lead to consistent improve­

ments in forecast accuracy relative to other types of models, provide one 

form of evidence that the Bayesian VAR technique works. Another, per­

haps more convincing, bit of evidence comes from the actual performance 

of BVAR models that have been specif ied and used over the past five 

years. One small B V A R that I have been using to forecast with mechan­

ical ly each month for the past five years has been shown by Stephen 

McNees (1985) and myself, L i t terman (1985) to have generated forecasts 

that for most variables and horizons have been superior to the majority of 

commercial judgemental forecasts. This simple model takes only ten 

minutes to estimate on a microcomputer. 

Before presenting the forecasts of the model i tself , I should 

warn you that in many cases the model's forecasts lie well outside the 

range of other forecasters. Because I know that the B V A R model is basi­

cal ly as likely to be as accurate as any of the other forecasts, I consider i t 

a strength that it often provides information distinct from the consensus 

v iew. Nonetheless, I feel it necessary to provide this warning because to 

the uninitiated these forecasts often appear quite unreasonable. Luck i ly , 

from the point of view of making this presentation more provacative and 
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interesting, this particular period happens to be one where the model is 

well outside the range of the other forecasters. 

Br ie f ly , the B V A R is currently extremely bullish on the eco­

nomy. I wi l l begin with the short run prospects. Based on data through 

July 28, the model projects real G N P growth of 6 percent at annual rates 

for the third quarter. That rate is, I believe, wel l above the current con­

sensus view. The latest Blue Chip consensus released July 10 was for 3.9 

percent growth in the third quarter. I must caution though, that when I say 

the model projects 6 percent, that is really a shorthand way of saying that 

the model projection of real G N P is a distribution with mean of 6 percent. 

Since the model also projects a standard deviation of 3.3 percent for that 

distr ibution, a better description would be to say that model projects that 

real GNP growth has about a two-thirds probability of fal l ing between 2.7 

percent and 9.3 percent growth. 

That distribution for G N P is rather wide, and some might ask 

what good is such an uncertain forecast. My answer, of course, is that 

there is a huge amount of uncertainty about economic forecasts, even the 

best model cannot el iminate that, and i t is just as important to have a 

real ist ic measure of that uncertainty as i t is to have a point forecast. 

The model's distribution for GNP rises and widens a l i t t le bit in 

the fourth quarter and peaks in the first quarter of '86 when the mean 

reaches 7.6 percent with a standard deviation of 3.6 percent. For the rest 

of '86, the mean of the forecast distribution declines rather sharply to a 

value of 3.6 percent for the fourth quarter. 

This quarterly path leads to year-over-year mean growths of 3.0 

percent in 1985 and 5.9 percent in 1986. 
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With repect to inf lat ion, the model is much closer to the con­

sensus. Its projection of the distribution for the third quarter of this year 

of growth in the G N P deflator has a mean of 2.7 percent with a standard 

deviation of 1.4 percent. Notice that there is considerably less uncertainty 

about inf lat ion rates than real growth rates. The mean inf lat ion forecast 

rises to 4.1 percent in the fourth quarter and continues to rise to just above 

5 percent by the fourth quarter of 1986. These rates lead to year over year 

inflation of 3.7 percent in 1985 and 4.1 percent in 1986. 

In line with the opt imist ic real growth forecast, the model also 

projects unemployment to decline signif icantly over the coming two 

years. Here again the model differs sharply with the consensus view that 

has the unemployment rate holding essentially flat over that horizon. In 

constrast, the B V A R model projects the mean of the distribution for the 

unemployment rate to drop at a rate of one-tenth of one percent each 

month for the next year, bringing i t to a level of around six percent by late 

summer of 1986, at which point the mean remains steady for the rest of the 

year. That mean is about one standard deviat ion, that is about 1.3 percent, 

below the consensus view of 7.3 percent for the end of 1986. 

When the model projects growth that is so much higher than 

other forecasters, a natural question is where is that growth going to come 

f rom, that is in what components of G N P . Let me answer that by compar­

ing the projected growth rates for the third quarter with those measured in 

the second quarter. By far the largest component of G N P is personal 

consumption expenditures. These account for about two-thirds of G N P . 

Those consumption expenditures were actually quite strong in the second 

quarter. They grew at a 5.2 percent rate. Despite recent increases in 

consumer confidence, the model expects consumption to moderate a bit to 
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a rate of 4.1 percent. Business f ixed investment was also strong in the 

second quarter, with growth at 13.6 percent. Here again the model expects 

a moderation, down to a growth of 7.1 percent. Government expenditures 

grew moderately in the second quarter, at a rate of 3.8 percent. Here 

again the model expects less in the third quarter; it projects a growth of 

only 1.8 percent. 

With growth in a l l the major components of GNP slowing, how 

can the model be projecting growth to rise from 1.7 percent to 6.0 per­

cent? The answer is in the remaining smal l , but vol i t i le components of 

inventory investment, net exports and housing. In total these components 

sum to just over 2 percent of G N P , but because they jump around, they can 

make a tremendous difference in terms of quarterly growth rates. F i rs t , 

notice what these components did to the second quarter growth rate. 

Inventory investment and net exports alone dropped 19 bil l ion (1972 dollars) 

off of the level of real G N P . In other words, had they stayed at their f i rst 

quarter levels GNP would have measured 6.3 percent growth in the second 

quarter. The model projects that inventory investment wil l stay essential ly 

unchanged at the low second quarter level , and that net exports wi l l be­

come slightly less of a drag on G N P than it was at the record second 

quarter leve l . In part icular, the model projects net exports to be minus 30 

bi l l ion rather than minus 34 bi l l ion in 1972 dollars. 

The final component of G N P , housing construct ion, is projected 

to boom in the third quarter with growth of 30 percent at annual rates. 

This is up from 19 percent growth in the second quarter. A housing boom is 

a predictable event after the significant declines in interest rates that we 

have seen recently. Some, however, currently argue that special factors 

could cause the housing sector to not respond as it usually does. I don't put 
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much weight on such stories, but even if the housing boom doesn't mater ia l ­

i ze , and suppose, for the sake of argument that housing grows only at the 

second quarter rate. That would reduce the growth rate of real G N P by 

only approximately one-half of one percent. Thus, when I look careful ly at 

the components of growth forecast by the model it gives me some comfort 

because I don't see any areas which look part icular ly unreasonable. 

What is this model picking up that other forecasters are ignor­

ing? It is hard to answer such a question precisely, but this model finds 

that information useful for forecasting is often concentrated more in the 

f inancial indicator variables such as interest rates, stock pr ices, the value 

of the dollar and money growth; than i t is in the values of current ind ica­

tors of real act iv i ty . And while you cannot find evidence of strength in the 

real indicators, there have been signif icant movements downward in inter­

est rates and upward in stock prices and money growth in recent months. 

Such movements are histor ical ly strongly associated with a lagged increase 

in real act iv i ty . The level of uncertainty is such that the response may not 

come as quickly as the model suggests, but it would be very unusual, given 

this combination of factors, not to see a strong response sometime in the 

near future. 

People sometimes feel uncomfortable with a forecast from a 

stat ist ical model—what is your gut feeling they ask? Or to put i t somewhat 

more sc ient i f ica l ly , if you were forced to bet on a forecast, what numbers 

would you want to bet on. My response is that if I had to bet on a forecast, 

and if the payoff were proportional to the distance between the forecast 

and the actual value (because if the contest is a game between my forecast 

and some other forecast I would behave very di f ferent ly), I don't think I 

would adjust this forecast much. I suppose I would adjust the housing 
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component down a few bill ion because the uncertainty about the value of 

real estate investments over the coming years may al ter their histor ical 

response to interest rate movements, and perhaps I would want to lower the 

model's forecast of investment in business structures by a few bil l ion 

because it does not know about unprecedented vacancy rates. However, on 

the other side, I would adjust the government spending component up 

several bil l ion because defense expenditures have been running well below 

the pace necessary to reach this years' appropriation. 

The bottom l ine, then, is that I agree with the model that we 

should be very opt imist ic about the economy in the short run. That opt i ­

mism should not be misinterpreted to mean that I would rule out the possi­

bi l i ty of a bad outcome. After a l l , the model projects that there is about a 

forty percent probability that we wi l l see at least one quarter of negative 

real growth over this six quarter horizon. On the other hand, one quarter 

of negative growth is not too bad, and the model suggests that there is less 

than a one-in-ten chance of having two negative quarters in a row, which is 

a standard rule of thumb for recessions. Such a probability is unusually 

low, especially given that the current recovery is already of about the 

postwar average length. 

Based on the model projection, my main concerns about the 

future are more long term. The model projects that we are more l ikely to 

start getting into trouble toward the end of next year. A t that point, it 

projects declining real growth, an increasing probability of recession, 

continued large budget def ic i ts , and accelerat ing inf lat ion. 
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